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ABSTRACT 

The emergence of Unified Modeling Language (UML) as the industrial 
standard for modeling software systems has encouraged the use of automated tools 
that facilitate the development process from analysis through coding. Software 
models are important in building large software systems. Even though these models 
are used to simplify the software system, they can be in themselves, quite 
complicated. It is not all clear how to build these software from the models in the 
best way. This work tackles that problem. In UML, the static structure of a system 
is represented by a class diagram while the dynamic behavior of the system is 
represented by a set of behavioural diagrams. To facilitate the software 
development process, it would be ideal to have tools that automatically generate or 
help to generate source code from the models. In this thesis, we present a novel 
approach to automatically generate source code from the UML behavioural models. 
An object oriented approach has been proposed to generate implementation code 
from use case diagram, sequence diagram, activity diagram and state chart diagram 
in an object-oriented programming language.  

The functional requirements of a software system expressed in use case 
models are utilized to modularize the source code. The object interactions to 
accomplish the use cases have been converted to the method declarations and 
definition statements. It is useful to fine tune the user requirements. The process 
flow depicted using the activity models are considered to update the method 
definition of the system. The additional information regarding the pre and post 
conditions of each activity, the method parameters, etc., are incorporated in the 
activity diagram using the Object Constraint Language. Sequence diagrams can be 
used in association with the activity nodes to include the object interaction details. 
These interactions are made use of to complete the method definitions.  A new 
design pattern to implement state chart diagram with hierarchical, concurrent and 
history states is proposed in this thesis. These methods have been implemented by 
developing an automatic code generator which converts the UML behavioural 
models to the source code. It has been used for the evaluation of the methods. Our 
approach successfully generated code from UML behaviour models. The research 
findings conclude that the automatic code generation from the system models 
reduces the software development efforts and time. 
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1.1 Introduction  

Software systems are vital part of our day to day life. Automobiles, 

mobile phones, computers, TV and many other home appliances depend on 

software. While the demand of software is increasing, its complexity 

increases exponentially. Eventually, the process of building the software 

becomes harder and harder to manage and much more difficult to maintain.  

In order to make the software development process easier and 

manageable, the engineers started using different diagrams to design the 

system. Drawings can easily convey information than words. Unified 

Modeling Language (UML) is the best choice for software system design 

[99]. Now-a-days UML is widely accepted as a modeling language for 

software systems.  

The use of UML eases the software designing process. Once the 

design is ready, the next phase is software implementation. How the system 

design in UML can aid the implementation phase, so that the complexity of 

the coding phase gets reduced? Is it possible to generate source code from 
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the UML models? Yes. This is one interesting solution to reduce the 

complexity of software development process, that is, generating source code 

automatically from the software system designs [4, 107]. Software designs 

get an upper hand in software development process and they remain as the 

leading element in the process. It is called as Model Driven Development 

(MDD). 

1.2 Unified Modeling Language 

UML is the de-facto standard in industry for designing software 

systems [139, 103]. As the complexity of the software is increased, the lines 

of code and the interfaces to other software are also increased drastically. 

When this complexity became unmanageable, researchers in the area of 

Object Oriented (OO) development started proposing visualizing techniques 

to present the system design. Grady Booch, Ivar Jacobson and James 

Rumbaugh were the three most important contributors in this field. Booch 

method proposed by Grady Booch, Object Oriented Software Engineering 

(OOSE) method contributed by Ivar Jacobson and Object Modeling 

Technique (OMT) by James Rumbaugh [55].  

Another big movement in this field was the unification of these three 

methods. They unified their own approaches to software modelling in the 

rules and definitions of UML, today being the standard for building object-

oriented software systems. The software developers started using UML 

notations and the CASE tool vendors started supporting UML in their tools. 

The Object Management Group (OMG) maintains a list of available tools 

helping the software engineer using UML and this list reflects the high 

reputation of UML as a modelling language. 

UML provides, mainly, eight basic diagrams [99]. The static structure 

of a software system is modeled using Class diagram. It describes the static 
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aspect of the system in the form of classes, packages and their relations. The 

functionality of the software system is described using the Use case diagram, 

from the viewpoint of the user. It gives a highly abstract view of the system. 

The interaction between objects to accomplish a use case is depicted using 

Sequence Diagram. The interactions as well as the structural relationships of 

the objects are designed using Collaboration Diagrams. The entire life cycle 

of an object, which includes the different states of the object, the state 

transitions and the events that force these state changes are illustrated using 

the State Chart Diagram.  The sequence of activities involved in a use case 

realization and the different objects involved in it are described using the 

Activity Diagram. Dependency between different components in a system is 

designed using Component Diagram. Finally, Deployment Diagram gives the 

architecture of the system. 

The entire software development process is supported by UML that 

is, starting from analysis till the maintenance of the system. It helps forward 

engineering as well as reverse engineering. That is the source code can be 

generated from the UML designs and the systems designs can be generated 

from the source code which will be more helpful during the maintenance 

phase. The UML designs give us the high level design details of the system.  

When a programmer implements these designs, he/she includes so 

many implementation specific details [87] like, variable declarations, 

initializations, pre-defined constant values, method definitions, class 

definitions, etc. Automatic code generation could be possible in its real 

sense, only when we are able to automatically generate all these 

implementation specific details. In forward engineering the completeness of 

the code generated is the main issue. Therefore, how to develop UML based 

environment for software development is a hot research issue. 
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1.3 Automatic Code Generation From UML Behavioural 
Models  

The structure and behaviour of the system is modeled using UML 

diagrams. UML class diagrams are used for system structure modeling and it 

allows source code generation [97]. It gives the details about the problem 

domain unit, its characteristics and operations. Class declarations with 

attributes and method signatures can be generated from the UML class 

diagram [29]. It gives the structure of the software system. It cannot be 

executed since the generated code is incomplete. The developers have to 

explicitly complete the source code with the object behaviours and 

interactions. Then the system becomes executable. An alternative for this is 

the code generation from the UML behavioural models of the system. Use 

Case Diagram, Sequence Diagram, Activity Diagram and State chart 

Diagram are the main UML behavioral models. 

Use case diagrams represent the different functionalities of the 

software system and so it is used for modularizing the source code 

(implementation code) of the system based on the features it supports. Each 

use case in a use-case diagram represents a functional service of the system 

that is to be used by a specific actor and satisfies a requirement specified in 

terms of a pair of pre and post conditions. That is, it gives the external 

objects, which interact with the system. The features that are accessible by 

the different external objects, the extended or included operations of each 

functionality etc are described in the use case diagram. These details are used 

for code generation, to modularize the code, to provide access privileges to 

the objects and to organize internal function calls. 

Sequence diagrams show the interaction between objects with the 

sequence number. It gives the messages passed (the function calls) between 

objects to accomplish a use case. In addition to these details, it also gives 
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some details indirectly. Each message to an object says that the class of the 

object should have methods to handle those messages. These details will help 

us to generate method definitions as well as to update the class diagrams. 

Activity diagrams give the process flow. It describes different 

activities in a process. Activity diagram can be used in design to model 

different parts of the system. It can be used to design the entire process flow 

of the system. In a deeper view, we can draw activity diagram corresponds to 

each use case in the use case diagram. Sub activity diagrams can be drawn to 

expand a complex activity in the main activity diagram. For each activity, 

there can be pre and post conditions. Concurrent activities, decision making 

etc., can be modeled in the activity diagram. So, it helps us to generate the 

source for the main function of the software system. It can also be used for 

generating method definitions. The constraints, decision making statements 

etc can be generated from the activity diagram.      

The state chart diagrams of UML can be used to automatically 

generate program source code. Code generation from state charts diagrams 

only generates the behavior code for a particular object. It generates code for 

one class only with which the state chart is attached. The developer has to 

explicitly join this code with other parts of the application to make the code 

for the entire application. 

1.4 Motivation 

Automatic code generation from system designs is an emerging 

research area [3, 73, 88, 115, 33, 87, 35]. This concept has versatile 

dimensions in software industry. The idea behind this concept is that, before 

implementing a system, we can model it using standard notations, like UML 

[62, 61, 9, 48]. Then automatically generate code from these models. This 

idea is quite interesting since the coding and testing phases of software 
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development process are very much expensive. It can reduce the effort we 

put for coding and testing and in turn, can improve the quality of the 

software.  

Due to evolution, adaptation and changing requirements, software 

maintenance is a challenging task. During maintenance phase, the 

maintenance engineer changes the source code, but not the designs. So, each 

maintenance work reduces the correlation with the design and the source 

code. Gradually the system design becomes obsolete and it may not have any 

relation with the actual system [115]. The model based code generation gives 

a solution for this scenario. During maintenance the engineer can change the 

system models instead of the actual code and then generate code out of the 

system model. The idea is pretty good, but the implementation is difficult. 

UML supports object orientation in the design phase. UML help us to 

design the structure as well as behavior of the system. Similarly, OO 

programming languages like Java, C++, C# etc., are useful in the 

implementation phase. This helps us to continue the object orientation in the 

design phase to the implementation phase. There are some elements in UML 

design which can be directly mapped to any object oriented programming 

construct. Some elements in UML cannot be directly mapped to any 

programming element. Earlier, the designers design the system models using 

UML or other tools and hand it over to the software engineers for coding. 

The software engineers had to start from the scratch, beginning from the 

inclusion of header files, declaration of variables etc. Over time, this scenario 

had been changed and there came some CASE tools, IDEs etc., for 

supporting the software engineers. These tools generate skeletal code from 

the designs we have modeled in UML or similar languages so that the 

programmer need not start from the scratch. 
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In the next generation of software development, there comes the 

Model Driven Development (MDD) [114, 109, 129, 144]. MDD describes 

methods to develop software purely based on the system design. Even 

though the code generation from the UML models sounds an interesting 

concept, it is not an easy one to implement. The research in this area starts 

with the code generation from the structural models like class diagrams [29, 

139, 146, 147].  

The system design may include class diagrams, state charts, activity 

diagrams, sequence diagrams etc. Some methods are available to convert 

UML Class Diagram to source code. The OO languages support the class 

concept. The class declaration statements, class definition statements, 

method definition statements, object creation, method invocation statement 

etc., are available in the existing OO languages.  

A method to convert the class diagram represented in XMI format to 

Java code is presented in Bjoraa [29]. They have developed a prototype to 

output one Java file per class specified in the class diagram. The class 

diagram drawn in UML will be converted to XMI format. The XMI file will 

be parsed using XML parser and extracts the details, like class name, 

attributes and methods. Using this information the skeleton of the class 

definition will be produced in Java.  [139] uses stereotyped class diagram for 

code generation. Classes marked with the stereotype <<entity>> will be 

mapped into an interface and a pair of implementing classes. One class will 

be abstract class and the other one will be instantiable.  

Later OCL expressions are added to UML to specify constraints. The 

conversion of OCL enhanced class diagrams to some specification 

languages, like RAIS Specification Language (RSL), or implementation code 

in C++, Java etc., has been proposed by some researchers [91, 52, 70, 148, 

149].  
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UML Reactive System Development Support (UML-RSDS) is 

another subset of UML [67, 74, 72]. It provides semantics for class, use case 

diagram and OCL for automatic code generation. OCL constraints are used 

to show the relations between system models. In this approach OCL is used 

for specifying class and state invariants, pre and post conditions for 

operations and use cases, etc.  

Anyhow, these methods are not capable of converting UML 

behavioural models to source code. Behavioural models like state chart 

diagram, activity diagram etc., cannot be directly mapped to OO program 

[56]. This is because of the lack of programming elements that can represent 

the elements in these diagrams. In addition to that, the code generated from 

the structural models will have a skeletal code, not the complete one, since 

the system behavior is not taken into account. So, the studies in code 

generation diverts to behavioral models like activity diagram, sequence 

diagram, state diagram etc.  

The literature in the area of code generation says that the prime issue 

in the code generation is the gap between the model and the software system. 

A model-system gap exists primarily due to the different levels of 

abstraction. Software designs are used to communicate with the clients. So it 

cannot be implementation oriented. It should clearly explain how the client 

requirements will be satisfied by the software system. So the designs are at 

high level of abstraction. For example, Use case diagram just gives the 

different functional services provided by the system. Sequence diagram gives 

the object interactions; the messages passed between objects are not so 

relevant for the client. If we include more implementation specific details in 

the design, it will be complex for the clients to understand. 
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The object-oriented methodologies describe the steps to be followed 

during the analysis and design phase, but fail to describe how the analysis 

and design models of a system shall be converted into implementation code. 

A big problem in the development of a system through object-oriented 

methodologies is that, even after having created good models, it is difficult 

for a large fraction of software developers to convert the design models into 

source code. It would be ideal to have tools that support the developer and 

automatically generate or help to generate source code from the models. In 

this thesis we address these difficulties to automatically generate source code 

from the object-oriented system designs.

1.5 Problem Statement 

The goal of this research is to investigate methods to automatically 

generate code from the UML behavioural models. 

1.6 Research Objectives 

The aim of this research is to device methods to automatically 

generate code from the UML behavioural models. It includes approaches to 

automatically generate source code from the UML Use Case diagram, 

Sequence Diagram, Activity Diagram and State Chart Diagram. Thus the 

objectives addressed in this research work are: 

• To device a method to generate code from UML Use Case Diagram.

• To device a method to generate code from UML Sequence Diagram.

• To device a method to generate code from UML Activity Diagram.

• To device a method to generate code from UML State Chart 
Diagram.
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1.7 Thesis Overview 

The rest of the thesis is organized into 7 chapters. 

The Chapter 2 gives a systematic literature review on the existing 

code generation methods based on the behavioural models; use-case 

diagram, sequence diagram, activity diagram and state chart diagram. Code 

generation methods described in the literature review have its own 

advantages and limitations. The diagrams used for system design depends on 

the kind of software we are going to develop. The percentage of code 

generated in each method varies depends on the features that are considered 

for the code generation. Algorithms for code generation is lacking in the 

existing literatures. Moreover, some features of the diagrams are not 

considered for code generation in these methods. The proposed code 

generation methods in this thesis addressed the features that are not explored 

in the existing works and there by generates more code than the existing 

methods. In addition to that, theoretical proof for connecting different system 

modeling diagrams and precise steps for code generation is proposed in this 

thesis. The formal semantics for enhancing the UML activity diagram with 

OCL, its proof and the algorithm for code generation from the OCL 

enhanced activity diagram are presented in this thesis. 

 The chapter 3 presented different UML behavioral diagrams and 

their use in automatic code generation. This chapter gives an overview of the 

UML use-case diagram, sequence diagram, activity diagram and state chart 

diagram and the contribution of these diagrams in the code generation. 

The chapter 4 discussed the code generation from the use-case 

diagrams and sequence diagrams. Use-case diagram is used to frame the 

context class and the sequence diagram is used to add details to the class. 

The code generation from use case diagram is done in five steps and from 
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sequence diagram is done in three steps. Algorithm for each one is given in 

the chapter. The algorithms give a formal way to do the prototype generation 

and this method is easy to implement. The analysis of the proposed method 

shows that it can generate even more than 30% of code for frequently 

interacted classes. This is a promising result in code generation from the use 

case models. 

The chapter 5 discussed the cod generation from the OCL enhanced 

activity models. A Theoretical proof to connect OCL statements for 

operation body, actual parameters, initial values, instances and guard 

conditions with the activity diagram is depicted here. The operational 

semantics for OCL enhanced activity diagram and a concrete method for 

converting it into source code are also explained in this chapter. The 

proposed algorithms give a proper guideline for the code generation from 

OCL enhanced activity diagram. ActivityOCLKode, the tool implemented 

based on proposed algorithm, provides a user friendly environment for the 

users to model the process flow based software systems. The evaluation of 

the tool shows the proposed method of code generation helps us to generate 

more than 83% code. When the OCL is added with the activity diagrams, 

this raises up to 84.4%. The code, generated from OCL, is very crucial since 

it includes method definitions and the specific pre- and post conditions. 

Moreover, the time required for code generation based on the proposed 

method is 11.46 milliseconds approximately.  The use of OCL improves the 

percentage of code generated. The use of XML to save the models in text 

format improves the portability of the models. UML models, OCL and XML 

all are widely accepted and used in software industry and so the proposed 

method can be easily adapted to the software development process in the 

software industry. 
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The chapter 6 proposed a method to combine activity models and 

sequence models to improve the code generation. Activity diagram alone 

cannot give the implementation details like object interactions. We found a 

formal association between activity and sequence diagrams to add object 

interaction details to the work flow. Moreover, we formulated an algorithm, 

Am_To_Prototype, which is composed of two subroutines named 

Method_Body & Excecution_Logic, to generate code from the combined 

model of activity and sequence diagrams consisting of concurrent activities. 

The authors compared the proposed method with other research outcomes 

with respect to workflow automation, support for concurrency, etc. The 

proposed algorithms are able to generate class definition, method definition 

and control flow. 

The chapter 7 proposed a method for automatic code generation 

from UML state chart diagrams. The event driven systems can be modeled 

and implemented using UML state chart diagrams. The existing 

programming elements cannot effectively implement two main components 

of the state diagram namely state hierarchy and concurrency. We proposed a 

novel design pattern for the implementation of the state diagram which 

includes hierarchical, concurrent and history states. The state transitions of 

parallel states are delegated to the composite state class. The architecture of 

the code generator and the step by step process of code generation from 

UML state machine are proposed in the chapter.  

The chapter 8 concludes the thesis by presenting the main 

contributions and future research directions. 
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2.1 Introduction 

Design and coding are the two important phases of software 

development process. Designers draw the structural and behavioral models of 

the software system according to the analysts’ report and Software 

Requirement Specification (SRS). Nowadays, use of UML [99] to design the 

models of a system is very common. Programmers develop the 

implementation code based on the design models and the SRS. Each module 

of the whole system will be given to different programmers. Manual 

programming is very expensive and error prone.  

In addition, some programmers may not add proper documentation in 

the source code. This reduces the readability and understandability of the 

code and thereby making the maintenance of the software very difficult. 

Syntax errors are another unavoidable headache in manual coding. In short, a 

lion’s share of the software development effort is put on coding and 
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debugging [108]. A better solution to this problem is the use of automatic 

code generators. 

UML is one of the designing languages which support object 

orientation in the design phase. It supports the important concepts of Object 

Oriented Development (OOD) such as, abstraction, inheritance, modularity, 

polymorphism etc. UML help us to design the structure as well as behavior 

of the system. They are called structural modeling and behavioral modeling. 

Structure diagram includes class diagram, object diagram, deployment 

diagram etc. Behavioral diagrams include activity diagram, state chart 

diagram, sequence diagram etc. 

The code generated from the structural models will have a skeletal code, 

not the complete one, since the system behavior is not taken into account. So, 

the studies in code generation diverts to behavioral models like activity 

diagram, sequence diagram, state diagram etc. In this chapter we discuss 

code generators and different approaches for code generation from UML 

models.  

2.2 Code Generators 

According to the software engineering practices, major share of the 

software development effort is put on manual coding and debugging [108]. 

In this scenario, CASE tools with automatic code generators can do wonders. 

The code generators can also be called as model compilers [11, 40, 87], 

which take UML models as input and produce implementation code as 

output. It can do model validation too. Code generators separate the system 

model from the source code and thereby reduce the complexity of the 

software development. It helps us to save time by generating a major part of 

the source code. The code generators handle the code duplication and 
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refactoring. Moreover, the code generators help us to impose coding 

standards and so the quality of the source code will be improved.  

Code generators use eXtensible Stylesheet Language (XSL) [20] for 

representing system models which takes the advantage of widely accepted 

XML standard. It gives a standard and flexible data format. The improved 

performance over code generation and maintenance obtained by using a code 

generator does comes at the expense of the effort to create an information 

model and to customize the code generation logic. The benefits of code 

generation outweigh the additional overhead, especially in larger projects. 

Georgescu [20] categorizes the code generators into two types. First one 

is programmer centric and the second one is designer centric. 

Figure 2.1 : Programmer centric code generator 

Figure 2.1 shows the components of a programmer centric code 

generator. It takes two inputs, first one is a conceptual model and the second 

one is the implementation logic. Business expert provides the information 

models or data which explain the conceptual model of the problem domain. 

The additional data required here is the meta model, which contains the data 

about the model. System analyst will provide this information. Programmer 

plays an important role in this type of code generators. The key parts of the 

code generation will be done based on the input of the programmer not from 

the conceptual model of the system. That is the implementation logic is given 
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by the programmer with the help of the designer of the system. It specifies 

the instructions to generate code.  

A second type of code generator is model centric code generators. It 

has a more elaborated architecture that involves the creation of an 

intermediate design model and possibly iterating through several design 

models before the final step of code generation (see Figure 2.2). Along with 

the conceptual model, the designer adds the design logic to generate the 

system model. Designers play an important role in this type of code 

generators. The major part of the code generation logic is given by the 

designer through the design logic and hence the name.  

Figure 2.2: Designer centric code generator 

We use the designer centric code generation approach in our research 

work. UML is used as the software system modeling tool. The code 

generation from UML diagrams is an ever growing research area. Many 

authors contributed to this [28, 29, 39, 49, 53, 70, 77, 84, 85, 90, 92, 93, 107, 

110, 128, 132, 133, 139, 141, 142, 143] even from late 90s.  

Other than standard modeling tools like UML, some research works 

proposed code generation from formal specification of the system [21], or 

code generation from new modeling languages [45].  
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Key problems in automatic code generation on the basis of formal 

methods are that: (a) Formal specifications are abstract descriptions of a 

system and each specification may be satisfied by many different 

implementations. (b) Most formal notations use mathematics to express 

systems behaviors. There is no direct transformability for some of the 

abstract descriptions in executable target languages. Cyprian [21] presented a 

method to transform the formal specifications in Real Time Process Algebra 

(RTPA) to Java code. RTPA denotes system behaviors by meta and complex 

processes.  

Most RTPA processes can be translated directly into Java. For those 

processes that cannot be translated into RTPA directly, a special class in the 

virtual machine (RTPA-VM) will be called, which provides a set of 

predefined functions for executing the nontraditional processes. 

Code generation from new modeling language, ThingML, is proposed 

by Harrand [45] to utilize the benefits of the Model Based System 

Engineering (MBSE). ThingML is a domain specific modeling language 

(DSML). It supports automated code generation from system models, thereby 

increases the productivity of the software development team. [45] states that 

they implement the behavior of a system using code generation from the state 

machines of the system. For code generation, they use existing design 

patterns in C++ or Java, or else other existing frameworks such as State.js 

[95]. They focus on heterogeneous target platforms.  

In the following sections we present the existing methods for code 

generation from the UML use case models, sequence models, activity models 

and state chart models. 
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2.3 Existing Methods For Code Generation From Use Case 
Diagrams And Sequence Diagrams 

UML use-case models are used primarily for the requirement analysis 

in software development [38]. It draws the external view of a software 

system. It describes the functionalities of the system which are used or 

initiated by a human user. A use-case description is associated with each use-

case in the use-case diagram which explains the name of the use-case, the 

summary of its working, the actor (human user) who uses the use-case, the 

pre and post conditions, the description of the use-case and the alternative 

options in the use-case. All these details will be given in natural languages 

like English [116]. 

The use case model is used throughout the software development. In 

the requirement specification phase, it is used for specifying functional 

requirements. This will be used in analysis and design phase as the base 

input. Moreover, the use case model is used as input to iteration planning, for 

test case generation and as a major component for user documentation.  

UML use case and sequence diagrams can be used to generate source 

code of a software system. The use cases give the list of services provided by 

the system. The sequence diagrams allow us to expand the service methods 

as a sequence of method calls.  

Prototyping is an efficient and effective way to close the gap between 

customers and designers in their understanding of the system and its 

requirements and validating the customers’ requirements. Li [141] define 

system requirements model as a pair of a conceptual class model and a use-

case model. They decompose each use case declared with its pre and post 

conditions into a sequence of primitive actions and then generate an 

executable source code in Java. The prototype can be executed for validating 
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the use cases under the given conceptual class model and checking the 

consistency of the requirements model. 

For complex use cases, we need to draw their corresponding sequence 

diagrams. There are a couple of methods to generate code from such 

sequence diagrams [86, 22, 30, 102, 60, 109, 107, 83, 142].  

Sequence diagram along with class diagram help us to generate prototype 

of the system. UML class diagram is used to generate a structural view and 

sequence diagrams to generate the behavior view [86, 102]. The system 

design contains a main sequence diagram which defines main method and 

defines the start point of the behavioral code. Structural code is generated 

from the class diagram. The sequence of methods is captured including 

returns and arguments, from the sequence diagrams. 

Figure 2.3: SD and corresponding SIG 

Another approach for code generation from sequence diagram is based on 

intermediate models [22]. The sequence diagrams (SD) first converted to 

sequence interactions graphs (SIG) with help of a set of mapping rules. These 

graphs contain information like messages, control flow and method scope of 

interactions. This information is then used to generate code. During code 

generation, first identify the subgraphs of the graph model which belongs to 

the same method scope of a class method. Then apply the mapping rules to 
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the model elements contained in the subgraphs to generate the code of 

different class methods. 

Figure 2.3 gives a sequence diagram and its corresponding SIG. The SIG 

contains 6 nodes V1, V2, V3, V4, V5 and V6 corresponding to the 6 messages 

(m1, m2, m3, r3, r2 and r1), respectively. 

A reverse approach is presented by Aziz [93] where the sequence 

diagrams are generated from the source code. This reverse engineering helps 

us to extract system abstractions and design information from existing 

software. 

Instead of SIG, an intermediate structural model representing the Java 

platform specific model (PSM) can be generated from the sequence diagram 

of system’s internal behavior, which is a platform independent model (PIM) 

[30]. A set of model transformation rules has been defined for the same.  

Objects involved in use cases and sequence diagrams are transformed to Java 

classes by merging details in the domain class diagram.   Then, the methods 

involved in the sequence diagram interaction are converted to source code. 

Method body has to be added explicitly since it’s not available from the 

sequence diagram.  

A different approach is proposed by [60]. During requirements 

engineering, each use case is elaborated with sequence diagrams. These 

sequence diagrams are combined into one to form a global single sequence 

diagram capturing the behavior of the entire system. The use case diagram 

and all sequence diagrams are transformed into Hierarchical Colored Petri 

Nets (CPNs). Finally, a system prototype and code is generated from the 

global single sequence diagram and can be embedded in a user interface (UI) 

builder environment for further refinement.  
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Ruben Campos has proposed a method for xUML engine which hide the 

details behind translating UML models into a high level program [109]. The 

sequence diagram is selected as the focal point of execution in that xUML 

Engine. It uses the class diagram as the entry point in implementing the class 

methods and the Activity diagrams are used to implement the details of a 

class method. 

 Instead of intermediate models, intermediate languages can also be 

used. In [107], Relational Calculus of Object Systems (rCOS) is used as the 

intermediate language. The sequence diagrams and the class diagram are first 

checked for consistency. Error report is generated if there is any 

inconsistency. Otherwise the diagrams are given for code generation.  

During the generation of method bodies, traverse through the 

sequence diagram. When a message is sent (or in other words, method is 

called), the signature of the method is created. For a send point, if it calls 

method m, the algorithm writes the signature of m to the body of the method 

that is currently being generated, leaving the method body unfinished, begins 

to write the body of method m. 

Thongmak [83] converts the sequence diagrams to java code. They 

defined transformation rules for the same. According to their method, class 

diagram and sequence diagrams are transformed to a meta-model. This meta-

model will be then converted to java code using the transformation rules.  

The programmer’s intervention is required to complete the program. 

2.4 Existing Methods For Code Generation From Activity 
Diagrams 

Behavioral modeling is very much important in the context of 

automatic code generation, since it helps us to represent the control flow in 

the system. Activity diagram is one of the most important diagrams for 
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behavioral modeling. It is the only UML diagram which models control flow 

(work flow). Activity diagram gives the activity model of the system which 

shows the workflow from activity to activity. Activity diagrams are activity 

centric and it shows flow of control from activity to activity.  

Activity diagram can show the group of activities done by different 

objects in the system. We can specify which object is responsible for which 

activity. This is a unique feature of activity diagram compared with other 

behavior diagrams like state chart diagrams.  

An approach to the model driven generation of programs in the 

Business Process Execution Language for Web Services (BPEL4WS) which 

transforms a platform independent model to platform specific model is 

described in Koehler [53]. Business process modeling is done using the 

activity diagrams. They define rules for integrating business process. This 

rule helps them to reduce complex activity diagrams to comparatively simple 

diagrams which do not contain loops. According to their approach, the 

control flow models will be analyzed first. Sub processes in the model will 

be identified.  

These are the regions in the model which have a single entry node to 

the region and single exit node from the region.  Check whether this region 

can be reduced to a single node. To find the reducibility they provide some 

rules. Further, they provide a declarative method to convert these reduced 

models to BPEL4WS. 

Business process is modeled using UML2.0 activity diagram in Yin 

[143]. The semantics of it is also given by [143]. Set of the activities, 

including the Primitive Actions, CallBehaviorActions and Pseudo actions; set 

of transitions, flow relation; InitialNode and ActivityFinalNode; set of local 

variables within the activity diagram are included in the formal semantics of 
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the business process model. A PrimitiveAction defines a method that is to be 

called by its actor to perform its functionality. The functionality is specified 

by a pair of OCL precondition and postcondition, which describes a relation 

between the states of the system before and after the execution of the 

PrimitveAction. It is implemented as a sequence of atomic actions simulating 

the state change. Method interactions are not considered here. 

An activity within an activity diagram is specified by a pair of 

precondition and postcondition in OCL [63]. The objects declared in the 

class diagram are used in the OCL expressions to carry out functionalities of 

the activities. By analyzing the semantics of the precondition and 

postcondition, the behavior of an activity can be generally decomposed into a 

sequence of atomic actions manipulating the objects. An activity is 

transformed to a Java class with the sequence of atomic actions. An activity 

diagram is transformed into a Java class with a method simulating the 

execution of it. Activity classes are instantiated to perform their 

functionalities according to the control flow defined in the activity diagram. 

Pins used as arguments of activities are transformed into parameters of the 

calling of the activity classes. 

The Object Management Group (OMG) has specified a subset of 

UML 2.0 exclusively for Model Driven Development [129]. This subset is 

named as Foundational UML (fUML) [129]. fUML considers only class 

diagram and activity diagram. In order to improve the precision an action 

language named Alf [96] is used with fUML. It is a textual action language. 

However, it does not have any advantage over UML and OCL, since fUML 

requires detailed modeling and precisions should be added using an action 

language like OCL. A sound knowledge in fUML and Alf is necessary to 

convert fUML models to code. The same thing can be done with UML and 
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OCL and with less effort since most of the developers and designers are 

familiar with those standards.  

2.5 Existing Methods For Code Generation From State 
Chart Diagrams 

UML state chart diagrams can effectively represent the behavior of 

event driven systems aka reactive systems. The behavior of the event-driven 

system changes with the interactions (events) with the environment. The state 

diagrams show that the behavior of a system depends on the current input to 

the system as well as the previous interactions by the environment. Event 

driven systems modeled using the state machines can represent the full life 

cycle of an object. The different states of the object and the transition 

between those states are all portrayed in this. The challenge is to work out an 

efficient method to convert state charts to a program since there is no 

programming construct exist to directly represent elements in the state 

diagram. 

Figure 2.4: Sample state chart diagram 

Dominguez [26] presented a review of research works that propose 

methods to implement UML state chart diagrams. Dominguez summarizes 

the review by saying that the state transition process in most of the works is 
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based on switch statement, state table or state design patterns. Another key 

finding of [26] is that very few papers support hierarchy and concurrency of 

states. State machine implementation techniques include nested switch 

statement, state table and state design patterns.  

2.5.1 State machine implementation using switch statement:  
Using switch statement the system state is implemented as a variable 

and events are implemented as methods. The general structure of the state 

chart implementation using switch statement for the Figure 2.4 is shown 

below. 

The switch statement receives the current state and the nested switch 

statement chooses appropriate action for each event. This is straight forward 

method for state chart implementation [5]. The entire system will be 

represented in a class called context class and the event methods are its 

members. Even though it’s a simple method of state chart implementation, it 
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can’t support concurrent states in a state chart diagram. In addition to that, 

the composite states cannot be implemented using this method, since the 

state hierarchies cannot be represented in switch case statements. 

A different implementation method is proposed by Jakimi [1]. In his 

approach, the state machine is represented as a class and the states are the 

attributes of the class. The events in the system are represented as the 

member functions of the class. An example of this approach is given in figure 

2.5. It is a state diagram of an engine which has two states; idle and running. 

One event in the system is switchON which causes the state transition. The 

state diagram is implemented as class Engine. An integer attribute, on, is 

defined to represent the system state. When the system in idle state, on=0; 

and when the system is in running state, on=1. The event is represented as the 

member function switchOn() which changes the value of state variable. 

Figure 2.5: Class generated for the state machine 

In order to implement composite states and parallel states the 

language specific features like enumerators have been used in research 

works. Ali [54] presents the implementation of concurrent and hierarchical 

state machines by making use of enumerators in Java language. In Java, 

enums can have data members and member functions similar to class 

concept. The enum values can override the member functions. Events and 

states are represented using enumerator variables. Each event and state 

becomes an enum value. The transitions from states can be implemented as 
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member functions. In [1], the state of a system is implanted as scalar 

variables and events are represented as methods. Aabidi [79] proposed a 

method to implement hierarchical-concurrent and history states by 

combining the methods proposed in [1]and [54]. They aimed to provide a 

better way to implement state machines leveraging the positive points of both 

approaches, state machine encapsulated within a single class, code well 

structured, clear, compact and easy to understand for the first approach and a 

better identification of the state for the second approach. 

2.5.2 State machine implementation using state tables:   

Another method for representing state machine is state tables. It is a 

two dimensional structure like a matrix. Each row represents different states 

of the system and the columns show the possible events that can happen in 

the system. Each element in the table shows which action has to be taken 

when an event occurs and the next state of the system. The Table 2.1 gives 

the state table of the state chart shown in Figure 2.4. In state 1, if event 2 

occurs the state will be changed to state 2.   

Table 2.1 : State table structure for UML state chart diagrams

State \ Events Event 1 Event 2 Event 3 Event 4 Event 5

State 1 State 1 State 2

State 2 State 1 State 3

State 3 State 1

This approach is more convenient for coding simple state chart 

diagrams and better than switch case method. As the number of states and 

events increases the table size increases drastically. It is the main drawback 

of this approach.  Moreover the table size does not depend on the number of 

transitions. Hence the table can be large even though the numbers of 

transitions are less. This in turn results in wastage of memory.
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2.5.3 State machine implementation using state design patterns: 
  

In state design pattern approach, there will be a class diagram pattern 

that has to be followed for implementing all state chart diagrams [55, 2 , 56]. 

There will be one class in the pattern which represents the context (domain) 

of the state chart diagram. The states in the state chart diagram are abstracted 

in a single abstract class which will act as an interface to the states in the 

state chart. The events will be the virtual member functions of the abstract 

state class. Each individual state in the state chart will be represented as the 

object of the derived class of abstract state class. If there are ‘m’ states in the 

state chart, then there will be ‘m’ different concrete state classes derived from 

the abstract state class. A sample state design pattern is shown in Figure 2.6.  

Figure 2.6: Sample State Design Pattern 

The object of the context class represents the domain object that 

needs to be represented in the program. The context class will have a data 

member (state variable) which represents the current state of the domain 

object. All the events are represented as member functions of the context 

class which in turn delegates the function to the corresponding state class 

objects. 
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Using state design patterns we can bring the object orientation in the 

state machine implementation. The domain object, whose state chart is 

drawn, is implemented as the object of the context class, each state of the 

domain object is implemented as the object of the corresponding concrete 

state class. Events are represented as the handles of the abstract state class 

and the transitions are accomplished by updating the state variables. This 

approach supports code reusability and avoids redundancy in coding. 

There can be variable type of patterns that can be used to represent 

the state chart diagram. In both the patterns, there is an abstract class which 

acts as an interface for the state classes. The interface will be connected to 

the context class. The pattern has an additional object called collaboration 

object to accomplish the sub states. It is an abstract class which acts as an 

interface for the sub states [94]. 

This object oriented approach creates some inconvenience too. In 

order to add a new state, we have to derive one more concrete state class 

from the abstract state class. Similarly, to add a new event, we need to add 

one more virtual function to the abstract state class. 

The above mentioned methods failed to represent the concurrent 

states. Some literature, based on State Design Patterns, attempted to address 

this issue but resulted in very complex design patterns [131, 54, 133, 132] 

and failed to implement the key features of state machine. [131] addresses 

concurrent and hierarchical state implementation. They proposed a double 

dispatch based event handling. The reaction of the state machine depends on 

the current state of the system as well as the event occurred. This is the 

theory behind double dispatch. The implementation pattern presented in this 

work is very bulky since it requires 17 classes in the implementation for 

representing a state machine with 6 states and 6 events. It makes the 

implementation very bulky. 
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A separate class is added to represent the current state of the system 

in Niaz [94, 49, 2]. In this proposed approach single event can trigger 

multiple transitions. This is against the semantics of the UML state machine. 

UML specifies that one event should be consumed for only one transition.  

Some researchers have presented customized methods for state 

machine implementation like [89, 78]. They defined patterns like HSM 

(hierarchical state machine) and QHSM (Quantum Hierarchical State 

Machine) in which states machines are defined as a composition of states, not 

as inheritance of state class as we see so far. [78] used Quantum 

Programming paradigm. 
  

Some methods, like [111], extend the HSM pattern method. It 

presents a template based approach to directly convert the state chart 

diagrams to the C++ code. This method avoids the use of separate code 

generation tools for the state machine to code conversion. The generated 

code is optimized using in-lining. The advanced features like concurrent 

states and history states do not supported by [111]. 

Combining state chart diagrams with other behavioral diagrams is a 

different approach to improve the code generation from the system models. 

[56] is an attempt to make use of state chart diagrams and activity diagrams 

together for the code generation. Ali [56] proposed a method to implement 

the dynamic behavior of an application. State transition diagrams and activity 

diagrams are used for modeling the dynamic behavior. The state of the 

system is represented as object and the state transition is implemented as 

method. Similar to the previous methods, the state hierarchy and concurrency 

are implemented using inheritance and composition. 

Direct execution of the state chart diagrams are also investigated by 

few researchers [126, 57] etc. Schattkowsky [126] demonstrates how a fully 
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featured UML 2.0 state machine can be represented using a small subset of 

the UML state machine features that enables efficient execution. They are 

trying to directly execute the state machines without converting it to 

implementation code. It is an alternative to native code generation 

approaches since it significantly increases portability. [57] presented a 

method to generate C++ code from the State chart. State chart is modeled in 

XML and then using Python the XML document is parsed to Python object. 

In the next step a templating engine is used to convert the parsed XML to 

C++ code. For this conversion they use a pattern based approach. The pattern 

contains state controller, state chart, state and events.  

2.6 Summary 

In this chapter, a review of literature on code generation techniques 

from different UML models is carried out. The review was done for static 

models as well as dynamic models. The structural models can contribute to 

the structure of the software system and the dynamic models are most 

important to generate the source code for the behaviour of the software 

system, mainly the control flow and method definitions. The code generation 

approaches for use case diagram, sequence diagram, activity diagram and 

state diagram, have been reviewed in detail. Based on the review of code 

generation based works, some inferences were drawn.  

The main issues observed during the study of use case and sequence 

diagram based code generation were: 

� Use case diagrams are not considered for modularizing the generated 

code. 

� The relationships between use cases, like <<extend>> and 

<<include>>, is not taken into account for code generation. 
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� An algorithm based code generation from use case and sequence 

models is not adopted in the literatures.  

� Combining sequence models with other model for the better 

expressiveness of the software system design is not addressed in the 

literatures. 

Activity models are the best tool to represent the process flow in a 

system. The control flow of the source code can be generated from this 

model. The main issues observed during the study of activity models based 

code generation were: 

� Enhancing activity models with additional information for better code 

generation is not addressed well in the literature.

� Combining activity models with other model for the better 

expressiveness of the software system design is not addressed in the 

literatures. 

� An algorithm based code generation from activity models is not 

adopted in the literatures.  

UML state chart diagram is a very strong tool to model embedded 

systems. From these state chart diagrams, we can generate complete code for 

the system. Some advanced features, like history state, are not so far 

considered for code generation, or an effective method is not proposed so far. 

The main issues observed during the study of state chart models based code 

generation were:  

� Existing design patterns for state machine implementation are 

complex and customized for a problem and so difficult to reuse in 

other scenarios.  
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� The available design patterns do not support the concurrent states and 

the history states. 

It is evident from the literature review that, there are more 

opportunities to improve code generation from the UML behavioural models 

by solving the above issues.  
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3.1 Introduction 

UML forms a de-facto standard for software system design [99]. It is 

used for high level system design. It is a modeling language based on Model-

driven engineering [33, 115, 123] concepts and consists on the application of 

models to raise the level of abstraction in which developers create software 

with the objective of making easier to cope development processes with the 

required standardized methodologies. The application of these techniques 

improves software quality, reduces the problem and creates a possible 

solution in the developer perspective. This higher level of abstraction offered 

by models also leads to a better reuse of software business logic. In addition 

to these advantages, it is possible to use tools to transform UML models into 

other models (meta-models) as well as source code. This will lead to a 

reduction of software development time, costs and preventing diagram’s data 

losses due to misinterpretation of the model during code generation. 
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UML can be used to model the architecture and behavior of any kind 

of software project. This is due to the fact that UML provides many different 

diagrams or views of a system: class, component and deployment diagrams 

focus on different aspects of the structure of a system while the behavioral 

diagrams such as use case, state chart, activity and interaction diagrams focus 

on its dynamics. All the behavioral diagrams except use case diagrams are 

closely related. We can convert a collaboration diagram into a sequence 

diagram and vice versa. State charts are used as the semantic foundation of 

the activity diagrams and it is possible to represent an execution (a trace) of a 

state chart or an activity diagram as a sequence or collaboration diagram 

[34].  

UML provides structural and behavioural diagrams to design a 

system [34, 58]. Structure diagrams show the static structure of the system 

and its parts on different abstraction and implementation levels and how they 

are related to each other. These static structures are represented in UML by 

class diagrams, object diagrams, component diagrams and deployment 

diagrams.  

The behaviour diagrams show the dynamic behaviour of the objects 

in a system, which can be described as a series of changes to the system over 

time. UML provides five types of behavioural diagrams; use case diagram, 

sequence diagram, collaboration diagram, activity diagram and state chart 

diagram [34]. 

3.2 Behaviour Models 

The internal behaviour of a system is described using the behavioural 

models. The UML sequence diagrams and activity diagrams are used for 

business process modeling. The change in the data (state) is modeled using 

the state chart diagrams. 
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The system modeling starts with the identification of different use 

cases in the problem. Next, we have to identify the objects and their 

interactions to achieve the use cases. The sequence of messages that pass 

between the objects is described in the sequence diagram. It helps the users 

as well as programmers in understanding real-time specifications and 

complicated use cases. The state of the objects may change in response to an 

event. These changes in the state of the objects are represented using state 

chart diagrams. 

3.2.1 Use case diagram 
Use case diagrams are used to represent the use case or functionalities 

of a system. It represents the high level requirements that the system fulfills. 

It has three main components; use cases, actors and relationships. 

Use cases represent the functional requirements of the system. Actors are 

the controllers who interact with the use cases. Relationships (or 

associations) exist between actors and use cases as well.  

A sample use case diagram which shows the main components of the use 

case diagram is given in figure 3.1. 

Figure 3.1: Sample Use Case diagram 
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Use cases help in organizing and defining the software. So the code 

generation can be started from this model. 

3.2.2 Sequence diagram 

It is the most commonly used interaction diagram. It basically 

represents the interactions or sequence of messages between objects to 

accomplish a specific functionality or use case of the system. It has five main 

components; actors, objects, lifelines, messages and guards. 

A sample sequence diagram which shows the main components of the 

sequence diagram is given in figure 3.2. 

Figure 3.2: Sample sequence diagram 

The sequence diagram visualizes the logic behind sophisticated 

functions [109]. They are used to describe how a use case is achieved 

through object (or component) interactions. So linking sequence diagrams 

with the use cases will help to add more execution logic in the 

implementation code. Sequence diagrams are best suited for implementing 
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the control classes since it represents the execution logic of each use case and 

the objects involved in it. 

Collaboration diagram is similar to sequence diagram. It basically shows 

the object interactions and the organization of the objects as well. We can 

convert sequence diagram to collaboration diagrams and vice versa without 

losing any information. 

3.2.3 Activity diagram 
The control flow of the entire system is described using activity 

diagrams. It gives a clear picture of how the system will work when 

executed. That is, the activity diagram describes the control flow between 

different activities. Activities are the functions of the system and the control 

flow can be sequential, concurrent or branched.  

The components of the activity diagrams are initial and final nodes, 

activity node, control flow, decision node, fork and join nodes, merge node, 

swimlanes and time event node as shown in figures 3.3 to 3.12. 

Activity Diagram Notations  

Initial Node – The starting state before an activity takes place is depicted 

using the initial node (Figure 3.3). A process can have only one initial state 

unless we are depicting nested activities. We use a black filled circle to 

depict the initial state of a system. For objects, this is the state when they are 

instantiated. The initial node from the UML Activity Diagram marks the 

entry point and the initial Activity State. 

Figure 3.3:  Notation for initial node Figure 3.4:  Notation for an activity state 
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Action or Activity Node – An activity represents execution of an action on 

objects or by objects. We represent an activity using a rectangle with rounded 

corners (Figure 3.4). Basically any action that takes place is represented 

using an activity. 

Action Flow or Control flows – Action flows or Control flows are also 

referred to as paths and edges. They are used to show the transition from one 

activity state to another (Figure 3.5). An activity state can have multiple 

incoming and outgoing action flows. We use a line with an arrow head to 

depict a Control Flow. If there is a constraint to be adhered to while making 

the transition it is mentioned on the arrow. 

Decision node and Branching – When we need to make a decision 

before deciding the flow of control, we use the decision node (Figure 3.6). 

The outgoing arrows from the decision node can be labeled with conditions 

or guard expressions. It always includes two or more output arrows. 

Figure 3.5: Notation for control Flow 
Figure 3.6: Guards being used next to a 

decision node 

Guards – A Guard refers to a statement written next to a decision node on an 

arrow sometimes within square brackets (Figure 3.6). The statement must be 

true for the control to shift along a particular direction. Guards help us know 

the constraints and conditions which determine the flow of a process. 
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Figure 3.7: Notation for fork Figure 3.8: Join notation 

Fork – Fork nodes are used to support concurrent activities (Figure 3.7). 

When we use a fork node when both the activities get executed concurrently 

i.e. no decision is made before splitting the activity into two parts. Both parts 

need to be executed in case of a fork statement. We use a rounded solid 

rectangular bar to represent a Fork notation with incoming arrow from the 

parent activity node and outgoing arrows towards the newly created 

activities. 

Join – Join nodes are used to support concurrent activities converging into 

one. For join notations we have two or more incoming edges and one 

outgoing edge (Figure 3.8). 

Figure 3.9: Notation for merge node Figure 3.10: Swimlanes notation 

Merge or Merge Event – Scenarios arise when activities which are not being 

executed concurrently have to be merged. We use the merge notation for 

such scenarios. We can merge two or more activities into one if the control 

proceeds onto the next activity irrespective of the path chosen (Figure 3.9). 

Swimlanes – We use swimlanes for grouping related activities in one 

column. Swimlanes group related activities into one column or one row. 

Swimlanes can be vertical and horizontal. Swimlanes are used to add 
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modularity to the activity diagram. It is not mandatory to use swimlanes. 

They usually give more clarity to the activity diagram. It’s similar to creating 

a function in a program. It’s not mandatory to do so, but, it is a recommended 

practice. We use a rectangular column to represent a swimlane as shown in 

the Figure 3.10. 

Time Event – We can have a scenario where an event takes some time to 

complete. We use an hourglass to represent a time event (Figure 3.11). 

Figure 3.11: Time event notation  Figure 3.12: Notation for final Node

Final Node or End Node – The state which the system reaches when a 

particular process or activity ends is known as a Final node or End node 

(figure 3.12). We use a filled circle within a circle notation to represent the 

final state in an activity diagram. A system or a process can have multiple 

final nodes. 

A sample activity diagram which shows the main components of the 

activity diagram is given in figure 3.13. This figure shows the initial and final 

nodes, the decision node, merge node, fork node, join node, activity nodes 

and the control flows. 
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Figure 3.13 : Sample Activity diagram 
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Activity Diagrams are essential in code generation since they describe 

control flow of how use cases are achieved, by depicting conditions, 

constraints, sequential and concurrent activities. Apart from sequence 

diagram, activity diagrams can add more information to implementation code 

like, the concurrent activities, conditions and sequence of activities inside 

and among the objects. Activity diagrams show the various steps involved in 

UML use cases. It can also give the constraints, conditions and logic behind 

algorithms. 

The combination of use case diagram and the sequence diagram is 

used to prepare the prototype of the system. The details in the activity 

diagram will help us to incrementally add method definitions to the prototype 

to evolve it as the final software.  

3.2.4. State chart diagram 
The state chart diagram represents the event driven state changes of a 

system components (or objects). It visualizes the reaction of a system by 

internal/external factors. 
  

State chart diagrams represent the events responsible for state 

changes and the different states of the objects (or components) in the system.  

 The basic components of the state diagram are initial & final nodes, 

state node, fork and join nodes and transitions labeled with events. 

Initial state – We use a black filled circle represent the initial state of a 

System or a class (Figure 3.14). 

Figure 3.14:  Initial State Figure 3.15: Transition
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Transition – We use a solid arrow to represent the transition or change of 

control from one state to another. The arrow is labeled with the event which 

causes the change in state (Figure 3.15). 

State – We use a rounded rectangle to represent a state. A state represents the 

conditions or circumstances of an object of a class at an instant of time 

(Figure 3.16). 

Figure 3.16: State notation 
Figure 3.17: A diagram using the fork notation 

Fork – We use a rounded solid rectangular bar to represent a Fork notation 

with incoming arrow from the parent state and outgoing arrows towards the 

newly created states. We use the fork notation to represent a state splitting 

into two or more concurrent states (Figure 3.17). 

Figure 3.18:  Join notation  Figure 3.19 : Self transition notation  

Join – We use a rounded solid rectangular bar to represent a Join notation 

with incoming arrows from the joining states and outgoing arrow towards the 

common goal state. We use the join notation when two or more states 

concurrently converge into one on the occurrence of an event or events  

(Figure 3.18). 

Self transition – We use a solid arrow pointing back to the state itself to 

represent a self transition. There might be scenarios when the state of the 
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object does not change upon the occurrence of an event. We use self 

transitions to represent such cases (Figure 3.19). 

Figure 3.20: A state with internal activities Figure 3.21: Final state notation 

Composite state – We use a rounded rectangle to represent a composite state 

also. We represent a state with internal activities using a composite state  

(figure 3.20). 

Final state – We use a filled circle within a circle notation to represent the 

final state in a state machine diagram (figure 3.21). 

�

Figure 3.22: A sample State chart diagram 

A sample state chart diagram which shows the main components of 

the state chart diagram is given in figure 3.22. It has three states, States A, B 

and C. States A and B are simple states. State C is a composite state with two 

parallel regions. Each transition in the state transition diagram is labeled with 

the event name which causes the state transition, the guard condition 

(optional) and the actions to be executed. Inside each state we can specify the 

entry action, exit action and the internal actions.
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UML State chart diagrams represent the state changes of the objects 

or entities in the system. So, it is best suited to generate code for entity 

classes. Entities are the objects representing the system data. Moreover, state 

chart diagrams can be used to generate code for embedded system where we 

can represent the states of the whole system in a single state chart diagram.  

3.3 Use of Object Constraint Language (OCL) 

UML is not a fully formal language. Its semantics are not fully 

formalized. In many places natural language is used for model specification. 

It leads us to a scenario where the precise model presentation is difficult. So, 

whenever we use activity diagram, or any UML diagram, for code 

generation, it is recommended to complement it with specification languages 

like Object Constraint Language (OCL) [98, 7, 138]. OCL can supplement 

some of the shortcomings of UML notations, like lack of precision. We need 

to give the constraints of the objects in the UML models. Usually, these 

constraints are given in natural languages. This may be ambiguous. A formal 

language is required to unambiguously present the constraints. Since OCL is 

a formal language and all constructs in OCL are well defined, it can 

unambiguously specify the constraints on the object or system. At the same 

time OCL is familiar and widely used in software industry.  

OCL is a formal language used to express constraints. These typically 

specify invariant conditions that must hold for the system being modeled. 

Note that when the OCL expressions are evaluated, they do not have side 

effects. 

A UML diagram, such as a class diagram, is typically not refined 

enough to provide all the relevant aspects of a specification. There is, among 

other things, a need to describe additional constraints about the objects in the 

model. Such constraints are often described in natural language. Practice has 
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shown that this will always result in ambiguities. In order to write 

unambiguous constraints, so-called formal languages have been developed. 

The disadvantage of traditional formal languages is that they are usable to 

persons with a string mathematical back ground, but difficult for the average 

business or system modeler to use. 

OCL has been developed to fill this gap. It is a formal language that 

remains easy to read and write. It has been developed as a business modeling 

language within the IBM Insurance division and has its roots in the Syntropy 

method. 

OCL is a pure expression language; therefore, an OCL expression is 

guaranteed to b e without side effect. When an OCL expression is evaluated, 

it simply returns a value. It cannot change anything in the model. This means 

that the state of the system will never change because of the evaluation of an 

OCL expression, even though an OCL expression can be used to specify a 

state change (e.g., in a post-condition). 

OCL is not a programming language; therefore, it is not possible to 

write program logic or flow control in OCL. You cannot invoke processes or 

activate non-query operations within OCL. Because OCL is a modeling 

language in the first place, not everything in it is promised to be directly 

executable. 

OCL is a typed language, so that each OCL expression has a type. To 

be well formed, an OCL expression must conform to the type conformance 

rules of the language. For example, you cannot compare an Integer with a 

String. Each Classifier defined within a UML model represents a distinct 

OCL type. In addition, OCL includes a set o f supplementary predefined 

types. 



Chapter 3 

48                                                                                         Department of Computer Science 

As a specification language, all implementation issues are out of 

scope and cannot be expressed in OCL. The evaluation of an OCL expression 

is instantaneous. This means that the states of objects in a model cannot 

change during evaluation. 

OCL can be used for a number of different purposes: To specify 

invariants on classes and types in the class model; To specify type invariant 

for Stereotypes; To describe pre- and post conditions on Operations and 

Methods; To describe Guards; As a navigation language; To specify 

constraints on operations 

The use of OCL improves the clarity of specification. In this regard, 

researchers show interest in usage of OCL. OCL is a pure expression 

language which uses expressions similar to object oriented languages [81, 

125]. The evaluation of the OCL expression [16, 17, 47] will not change the 

state of the system. So, it is safe to use the OCL expressions in the UML 

diagrams and they are said to be side-effect free. The OCL statements are not 

directly executable since it is a modeling language. Moreover, all OCL 

statements should conform to the type conformance rule of the language.  

3.4 Summary 

This chapter presented the UML behavioural models which are used 

to model (design) the behaviour of a system. The core UML behavioural 

diagrams are use case diagram, sequence diagram, collaboration diagram, 

activity diagram and state chart diagram.  

The overall functions and actors of the software is given in use case 

diagrams. So the code generation can be started from this model. It helps us 

to realize the boundary and control classes. 
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Sequence diagrams are best suited for implementing the control 

classes since it represents the execution logic of each use case and the objects 

involved in it. They are used to describe how a use case is achieved through 

object (or component) interactions. So linking sequence diagrams with the 

use cases will help to add more execution logic in the implementation code.  

Activity Diagrams are essential in code generation since they describe 

control flow of how use cases are achieved, by depicting conditions, 

constraints, sequential and concurrent activities. Apart from sequence 

diagram, activity diagrams can add more information to implementation code 

like, the concurrent activities, conditions and sequence of activities inside 

and among the objects. Activity diagrams show the various steps involved in 

UML use cases. It can also give the constraints, conditions and logic behind 

algorithms. 

UML State chart diagrams represent the state changes of the objects 

or entities in the system. So, it is best suited to generate code for entity 

classes. Entities are the objects representing the system data. Moreover, state 

chart diagrams can be used to generate code for embedded system where we 

can represent the states of the whole system in a single state chart diagram. 

So, the UML behavioural diagrams named use case diagram, 

sequence diagram, collaboration diagram, activity diagram and state chart 

diagram together with class diagram can generate implementation code for 

the boundary, control and entity classes. 
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4.1 Introduction 

In software development life cycle, requirement specification is a 

critical phase. The correctness, completeness and consistency of the 

requirement specifications need to be checked. Otherwise it may lead to the 

failure of the project itself. Prototyping is a widely accepted approach for 

gathering customer requirements completely and for testing it [141, 100, 66, 

24]. The prototype of the system will be made after collecting the customer 

requirements. These initial requirements will be refined after testing the 

prototype. The prototype will be modified based on the customer reviews on 

the requirements. The updated version of the prototype will again be tested by 

the customer and this process repeats till the customer gets satisfied [108]. This 

process is shown in Figure 4.1.  

Figure 4.1: Software Life Cycle 
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The use case model represents the business use cases of the system and 

gives the important functionalities and their relationships. UML use-case 

models are used primarily for the requirement analysis in software 

development [38]. It draws the external view of a software system. It describes 

the functionalities of the system which are used or initiated by a human user.  

A use-case description is associated with each use-case in the use-case 

diagram which explains the name of the use-case, the summary of its working, 

the actor (human user) who uses the use-case, the pre and post conditions, the 

description of the use-case and the alternative options in the use-case. All these 

details will be given in natural languages like English [116]. 

The use case model is used throughout the software development. In 

the requirement specification phase, it is used for specifying functional 

requirements. This will be used in analysis and design phase as the base input. 

Moreover, the use case model is used as input to iteration planning, for test 

case generation and as a major component for user documentation. 

The readers may wonder how a description with no technical details 

can contribute to prototype generation. There are a few research works going 

on, to directly convert the software requirements to source code. Our focus is 

on Model Driven Development [113, 123, 3, 73, 88, 115, 117] and Executable 

UML [87] since these two terms are welcomed in the software industry and are 

widely accepted these days. Our aim is to convert the use-case model to 

prototype of the system. In this view, we use use-case diagrams along with 

sequence diagrams for prototype generation. Most of the research works in this 

area concentrate only on sequence diagrams and class diagram for code 

generation [83, 102, 107]. The use case diagrams are very useful and 

informative for the clients. Since the functional requirements are marked in the 

use case diagrams, any change in requirement will also be reflected in it. So the 

initial stage of code generation, especially the prototype generation, should 
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take use case diagram as one of its inputs. This will help us to modularize the 

generated code based on the functional requirements and so it gives traceability 

from design to code. 

The use cases are summarized to a software package which satisfies the 

required functionalities of the system. It helps to map the system requirements 

with the features provided by the system. Sequence diagram alone cannot 

project the customer requirements satisfied by the implemented system. That’s 

why we included use case diagram for code generation. 

The main contribution of this chapter: 

• Presents a method to generate code from UML use case diagram, where 

use case scenarios are expanded with sequence diagrams. 

4.2 Requirements Modeling With Use Cases  

A use case diagram is the graphical representation of the functional 

requirements of a proposed system [59]. It gives the scope of the proposed 

system. It is mainly used for communicating with the end-users of the system. 

So it is always kept non technical. 

The two components in a use case diagram are the use cases and the actors. 

A use case is a single unit of meaningful work. That means, one aspect of the 

behavior of a system is represented by a use case. A use case can be described 

with diagrams or textual descriptions. A description includes the requirements, 

constraints, scenarios and scenario diagrams. UML sequence diagram is used 

as the scenario diagram. The users of the system are marked as actors in use 

case diagram. An actor in a use case diagram can be something with a behavior 

or role. For example, a person, another system, organization etc. Actors 

interact with the system. The use case diagram describes how actors related to 

use cases. The use case diagram helps to package the user specific methods in 

the actor classes during code generation.  
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Figure 4.2: Sample Use Case diagram 

A sample use case diagram along with its different components is 

shown in Figure 4.2. The use cases are Add Member, Issue Book, Renew Book 

and Search for a Book. The actors are the Member and Librarian. The lines 

between the use cases and the actors are called association. The proposed 

system is represented as the rectangular box in which the uses cases are 

embedded.  

Figure. 4.3: Sample sequence diagram 

Sequence diagram represents the interaction between different objects 

and actors in a system to accomplish a functional requirement of the system 
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[59]. The basic components in the sequence diagram are objects, actors, lifeline 

& activation and messages. Objects and actors are the instances of classes. The 

existence of an object is represented by lifeline (the dashed vertical lines). The 

rectangular box on the life line shows the activation period of the object. 

Messages are represented with arrows from the life line of one object to 

another. It indicates the communication between objects.  

A sample sequence diagram is shown in the Figure 4.3. Three objects 

are there, one actor and two other objects; obj1 and obj2. Usually, in each 

sequence diagram the communication starts from an actor. Here, m1 and m2 

are the messages. The reply of the messages are marked using dotted arrows. 

Here, r1 and r2 are the replies. Normally there will be a sequence number 

along with each message to show their order. The dashed line from each object 

(vertical) is called the life line. And the rectangular boxes on the life line 

shows the activation period.  

4.3 Code Generation 

The static structure of a system is presented using UML use case 

diagram and class diagram. The dynamic and behavioral aspects of the system 

are presented using UML sequence diagrams. Sequence diagram emphasizes 

the time ordering of message between objects. 

For code generation, we first analyze the system requirements and 

prepare use case diagram with necessary scenario descriptions. Then develop 

the class diagram to show the system architecture. Further, the behavioral 

details of the system are designed using sequence diagram. Finally, using the 

information in all the three diagrams generates code out of it [109, 46]. 

4.3.1 Code generation from use case 
The use case diagram is used in code generation to identify different 

services provided by the proposed system. Each service is mentioned as a use 

case in the diagram. Each use case will be associated with one or more actors 
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in the system. The use cases are converted to service methods in the associated 

actor classes. The steps, shown in figure 4.4, are used to generate the code 

from the use case diagrams. 

Figure 4.4 : Steps for code generation from UML use case diagram 
  

As   the first step identify an actor in the use case diagram. The name of 

actor is directly available in the <actor> tag of the XML representation of the 

use case diagram. Then check whether the class diagram contains the class of 

the actor. If not create the class. The actor may associate with multiple use 

cases. Each use case is added to the actor class as a service method. The 

relationships like ‘extend’ and ‘include’ with other use cases are also mapped 

to the Actor class. Since the ‘extend’ relation is optional, the extended use case 

will be called only when the extension condition is satisfied. So the 

corresponding sub service call will be given inside if statement. The relation 

‘include’ is mandatory, so the ‘included’ sub service call in made inside the 

service method. After adding all use cases search for another actor in the use 

case diagram which is not mapped to the class diagram. Repeat this procedure 

till we map all actors to the class diagram. 

In short, each use case is converted to a method definition named as 

service method. Each service method is expanded using the sequence diagram 

which depicts the scenario. 

4.3.2 Code generation from sequence diagrams 
A sequence diagram can be formally defined as follows [76, 121].  
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The sequence diagram is a tuple which includes set of objects (o) and 

set of messages (m) send between the objects. A message, msg, contains the 

sender object obi of the class Ci, the receiver object obj of the class Cj, the 

method call action and finally the sequence order of the message. These details 

are essential for code generation from sequence diagrams. The same notations 

have been used in the code generation algorithms proposed in this chapter. 

The sequence diagram is converted to the hierarchical structure tree 

[18, 104] before code generation. Structure tree is nothing but a tree structure 

of the messages passed between the objects. The nodes in the tree are the 

objects which are participated in the communication and the edges are actually 

the messages passed between the objects. The root of the tree will be one of the 

actors in the use case diagram. A sample sequence diagram and its hierarchical 

structure tree (HST) are shown in Figures 4.5 and 4.6.  

Figure 4.5: Sample sequence diagram Figure 4.6: Hierarchical structure tree 
  

The code generation from sequence diagram has two passes. In the first 

pass, identify the messages and populate the classes by adding the 

corresponding method in the receiver class. In the second pass, the service 

methods will be defined. 
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The rest of this section presents three algorithms to generate code from 

the sequence diagrams. Algorithm 4.1 generates the service functions 

corresponds to each use case or sequence diagram that represents the scenario 

of a use case. Algorithm 4.2 is used to populate each class with the method 

declarations based on the messages passed between objects as depicted in the 

sequence diagram. Algorithm 4.3 generates the method definitions. 

Algorithm 4.1 Generate Services 

Algorithm 4.1  generate_services (�����) 

Input  :  �����

Output  :  �
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The algorithm generate_services ( ) takes HST and the prototype P as 

input and returns the updated P. Each HST represents a scenario of the use 

case. This scenario name will be taken as the service name. Service is the 

method which implements a scenario of a use case. The service methods will 

be added to the context class. Each service method is defined as a series of 

method calls from the actor object. The sequence of the method calls are 

decided by the order of the message, msg.order. The method calls are added as 

objName.fnName(). Here objName we get from msg.obj  and fnName from 

msg.action. Repeat this for all messages going from the root. Then return the 

updated prototype P. 
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Algorithm 4.2 Populate classes 

The algorithm populate_classes( ) is used to add the method declaration 

to the classes based on the messages passed between objects of each class. The 

algorithm takes hierarchical structure tree (HST) of the sequence diagram and 

the class diagram CD as input. The output of the algorithm is the modified 

class diagram.  

Algorithm 4.2  populate_classes(�����	) 

Input  :  �����	

Output  :  �	
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  10:  Repeat steps 3 to 9 until Qpc is empty. 
  11:  return �	

First of all the HST is parsed to retrieve the data in the tree.  Go to the 

root node which is normally an actor in the use case diagram. Take it as the 

current node, cur_node. From this point we start a breadth first traversal in the 

HST. Take each message edge of the cur_node and find the msg.action. This 

represents a method call. Check whether this method is already declared or 

defined in the receiver class, msg.Cj. If not, add a method declaration for 

msg.action in that class. Similarly take each node and find all message edges 

starting from it and checks whether those have corresponding method 

declarations in the respective receiver classes. Qpc is the queue used for 

executing the tree traversal. After checking each message the receiver object 

obj is enqueued in Qpc. Each time, an object is dequeued from Qpc and find out 
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the messages associated with it. Enqueue all receiver objects of those messages 

to Qpc. Continue this till the queue is empty. Then return the updated CD.  

Algorithm 4.3 populate methods 

Algorithm4.3  populate_methods(�����	) 

Input  :  �����	

Output  :  �	
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  10:  else go to step 12 
  11:  Repeat steps 3 to 9 till there are no more messages to read. 
  12:  cur_node = popStack( ). 
  13:  Repeat steps 3 to 12 till the stack is empty. 
  14:  Return CD 

 This algorithm takes HST and CD as input. It returns the class diagram 

with updated method definitions. The parsed hierarchical structure tree is used 

for updating method definitions. First the toot node is taken as the current 

node, cur_node. There can be many messages initiating from cur_node. These 

messages will be taken one by one. Already considered messages are labeled 

as ‘read’. If there exists an unread message, then open the receiver class 

(msg.Cj) of the message and the method definition that is being called 

(msg.action). then push the cur_node to stack for future reference. Set new 

cur_node as receiver node (msg.Cj). Find all messages initiated from the 

cur_node and append the corresponding method call statements to the method  
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definition. Repeat the whole process until there are no more messages to read. 

Then, backtrack to the parent node by popping it out from the stack and set as 

cur_node. Finally return the updated class diagram. 

In the next section we present a case study to demonstrate the working 

of the above algorithms. 

Figure 4.8: Class diagram for elevator system 

4.4 Elevator System as Case Study  

In this section we present a case study, the elevator system. We 

consider a few basic features of an elevator; open and close doors, process car 

calls, indicate car position and process hall call.  

The door open and close operation will be done automatically by the door. 

The passenger need not initiate it. Car calls means, inside the elevator there are 

buttons corresponding to each floor. The passenger can choose his destination 

floor using these buttons. It is called car call. The passenger initiates the car 

call operation. The third operation, indicate car position, is done automatically 

by the door. The last operation, hall call operation is done by the passenger. In 
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every floor there is two buttons. The passenger can press any one button 

depending on the direction he wants to go, up or down. 

The four features are presented in the use case diagram in Figure 4.7. The 

sequence diagram for the use case ‘process hall calls’ is also shown in the 

figure. The class diagram for the elevator system implementation is shown in 

Figure 4.8. 

The service methods will be generated by the algorithm 4.1. Here in the 

case study we have shown the service ‘process hall calls’. A method in this 

name will be generated in the context class which will be then delegated to the 

actor class Passenger. The code generated from Algorithm 4.1 is shown in 

Figure 4.9. 

Figure 4.9: code generated by Algorithm 4.1 

From the class diagram the class skeleton can be generated using any 

CASE tool. Then apply the algorithm 4.2 to populate the classes. The 

algorithm takes the class diagram and the sequence diagram structure tree as 

input. The code generated from Algorithm 4.2 is shown in figure 4.10. 

We have to call the algorithm for each sequence diagram of the system. 

For example, here we show the sequence diagram for processing hall call 

operation. The communication for processing hall call operation includes the 

objects of the classes like, HallButton, HallButtonControl, Dispatcher, 

DriveControl, Drive, DoorControl and Door. These classes will be updated by 

algorithm 4.1. 
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Figure 4.10: Code generated by Algorithm 4.2 

Figure 4.11: Code updated by Algorithm 4.3 
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Algorithm 4.3 expands the method definitions in each class. The code 

generated from Algorithm 4.3 is shown in figure 4.11. 

4.5 Analysis 

We have developed a tool, AutoKodeUC, which implements the 

method that we explained in section 4.3. We analyzed the code generated from 

AutoKodeUC. It is found that it can generate class definitions and the skeletal 

member function definitions. Table 4.1 gives a summary of the category of 

code generated. 

Table 4.1: Category of code generated by AutoKodeUC

Sl. No Type of code Generated by 
AutoKodeUC 

1 Variable declaration & initialization No 

2 Method declarations & definitions Yes 

3 Method calls Yes 

4 Class definitions Yes 

5 Main class and Main method No 

6 Constructors No 

The code generation from the UML uses case and sequence diagram is 

very limited. Use cases and sequence diagram will help us to generate method 

declarations and definitions, class definitions and method calls. The method 

and class definitions remain incomplete since we won’t be able to generate 

variable declarations & initialization and any modification of the variables. 

Since, neither use case nor sequence diagram gives the overall working of the 

system; we cannot generate main class or main method. 

We have taken the elevator system as case study and analyzed the code 

generated from the system models (class diagram, use case and sequence 

diagram). 14 classes are there in the class diagram. The code generated for 

each class is shown in Figure 4.12. It is obvious that the code generated is 
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proportional to the number occurrence of the class in the sequence diagram. If 

a class is involved in many scenarios, then it will help us to generate more lines 

of code. For example, Drive, DriveControl and DoorControl are the three 

classes which involved in the use cases and scenarios considered in the 

example. So the code generated for those classes are comparatively high.  
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Figure 4.13 shows that the percentage of code generated for those 

classes are more than 40%. If we include more details in the sequence diagram, 

we can generate more code out of it. It will improve the completeness of the 

prototype and then improve the completeness of the requirements. On an 

average, this method generates 30% of total code. 

Sequence diagrams help us to add details to the class definitions and the 

use case diagram allows us to update the actor classes.  

4.6 Conclusion 

The functional requirements of a system can be modeled using UML 

use case diagram and sequence diagrams. It is easy for the client to understand 

the system. For the system designers (architects), these diagrams give a 

baseline on what to be designed and implemented. If we are able to 

automatically generate code from these diagrams, it will be easy for the client 

as well as the system architect to communicate each other by generating 

prototypes. It will help us to refine the system requirements and thereby reduce 

the change in requirements in the later phases of software development. 

Moreover, we can reduce the development time and cost by the generation of 

such prototypes.  

This chapter explained a method to generate code of a software system 

from the UML use-case diagram and sequence diagram. The literatures show 

that almost all works concentrate on sequence diagrams alone not on use case 

diagrams [18, 22, 30, 83, 86, 93, 102, 110, 145]. Researchers do not consider 

use case diagram for code generation because it does not contain any platform 

specific details or technical details for implementation. Use case diagrams help 

us to organize and define the software. So, it is good to start code generation 

from this model. Hence, in our work, use-case diagram is used to frame the 

context class and the sequence diagram is used to add details to the class. 
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Even though many research works [22, 30, 83, 86, 93, 102, 110, 145] 

focused on code generation from the sequence diagrams, a precise step by step 

approach is not found in the literatures. So we presented algorithms for code 

generation from the use case and sequence diagrams. The code generation from 

use case diagram is done in five steps and from sequence diagram is done in 

three steps. Algorithm for each one is given in the chapter. The algorithms give 

a formal way to do the code generation and this method is easy to implement. 

The analysis of the proposed method shows that it can generate even more than 

30% of code for frequently interacted classes. This is a promising result. 
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5.1 Introduction 

Behavioural modeling is very much important in the context of 

automatic code generation, since it helps us to represent the control flow in the 

system. Activity diagram is one of the most important diagrams for 

behavioural modeling. It is the only UML diagram which models control flow 

(work flow). State models lack this information. Activity diagram gives the 

activity model of the system which shows the workflow from activity to 

activity. Unlike state chart diagrams, activity diagrams are activity centric and 

it shows flow of control from activity to activity.

Activity diagram includes elements to show control flow. For example, 

action, activity, activity edges, swim lanes (partitions) etc, are some of the 

strong elements in activity diagram. The activity diagram can be considered as 

a graph [121].   

The activity graph contains nodes and edges. The nodes can be control 

nodes such as initial & final nodes, decision nodes, fork node, join node etc. 

Edges in activity graph are the activity edge which shows the transition from 

one activity to another. These nodes can be converted to programming 

constructs without much complexity. The edges give the sequence order of the 

operations (or activities). The concept of activity graph helps us to traverse 

through the activity diagram and generate the overall execution logic of the 

system. 

OCL expressions are used with UML models to formally specify the 

constraints in a precise and concise way, where the graphical notations fail to 

do so. It can be used for specifying pre/post conditions on operations and 

methods, the actual parameters that are passed to the operations, the initial 

values of the attributes, the guard conditions etc. It can also be used to specify 

invariants and types in UML class diagrams. It can be even used as navigation 

language and also to specify the well formedness rules of the UML meta 
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model. The evaluation of the OCL expression [16, 17, 47] will not change the 

state of the system. So, it is safe to use the OCL expressions in the activity 

diagrams and they are said to be side-effect free. 

Few research works have been reported on code generation from the 

UML activity diagrams, but those works primarily concentrate on control flow 

generation. Moreover, those works do not present any well defined formal 

method for code generation. Method definitions are not generated because 

activity diagrams show a high level activity model. Each activity in the 

activity diagram can be a method (function) in the program. The actions inside 

each activity and the control flow between them may not be specified in 

activity diagrams. Fine tuning the activity models to include those details will 

help in improved code generation.   

In chapters 5 and 6, we propose different methods for this fine tuning. 

One method is to use OCL statements in the activity diagram which is 

explained in this chapter.  Another approach is to expand each activity node 

with a sub activity diagram as we proposed in our work [105]. The third 

approach is to expand the activity nodes with sequence diagrams, which is 

explained in the next chapter.  

The use of code generators will improve the software development 

process and it raises the quality of the code produced [4, 10, 18, 28, 51, 82, 86, 

92, 105, 127, 147]. Many CASE tools are available in software development 

which supports UML standards for system design. Most of them won’t support 

OCL as a specification language [7]. In this scenario, we introduce the meta 

models for including the OCL statements in the UML models. It will 

encourage the CASE tool developers to include OCL in their products and 

there by improve the software process to much better level. 

In this chapter, we propose the meta models to include OCL 

expressions in the UML activity models. Different possibilities to include 
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OCL in activity models are explored in our previous work [119]. The 

operational semantics for OCL enhanced activity diagram is defined in this 

chapter. We also present a method to generate code from the OCL enhanced 

activity models. We followed the Model Driven Development (MDD) 

approach [97, 64] in our work, since OCL is an important component of model 

driven engineering. The developers who follow MDD will start with system 

designing using UML models and then generates the code automatically from 

the system designs. In MDD approach, the model compiler converts the 

platform independent model (PIM) which is system model in executable UML 

to platform specific model (PSM) like C/C++ programs [8, 15]. It prevents the 

alterations in PSM. MDD streamlines the software development process. It 

provides traceability between system requirements and system design 

elements. MDD even supports model execution, which will help us to locate 

logical errors and inconsistencies in the system specifications at early stages of 

the software development. It reduces the development effort.  

The main contributions of this chapter: 

• We have shown how to connect OCL statements for operation body, 

actual parameters, initial values, instances and guard conditions with 

the activity diagram. Meta models for the same are also provided in 

this chapter. 

• We have developed operational semantics for OCL enhanced activity 

diagram and used this for proving correctness of the code generation 

algorithm. 

• We devised a concrete method to convert the OCL enhanced activity 

models to source code. 
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5.2 Meta Model For OCL Expression In UML Activity 
Diagram 

This section proposes a theoretical background for including OCL in 

UML activity models. Meta models give an excellent way to describe the 

models. So, in this section, the authors present the meta models for 

incorporating OCL statements in UML activity diagrams. It gives a clear 

picture on how to include OCL in activity models. The authors studied the 

possibilities to include OCL in UML activity diagram and examined the UML 

meta models [139] and OCL meta models [98] and formulated the meta 

models to incorporate OCL expressions [134, 68] in activity diagram.  

Figure 5.1:  Simplified Meta model of UML2.0  Activity Diagram 

5.2.1 State of the art 

The OMG specification for the UML activity diagram considers an 

activity diagram as a graph called Activity Graph. Activity Graph consists of 

activities as shown in Figure 5.1. Each Activity is associated with an Object 

which is responsible for the activities to be done. There will be associated 

Events and variables. Each activity is composed of Activity Edges and activity 

nodes. Each activity edge can be either Control flow or Object flow. Each 

Activity Node can be Control node, Object node or Executable node. Control 
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nodes are initial node, final node, decision node, merge, fork or join. 

Executable nodes are the directly executable action nodes. The Value 

Specification associated with activity edge involves guard conditions, 

variable/object values, etc. 

The Object Management Group has defined the metamodel for OCL 

expressions as shown in Figure 5. 2 [98]. The shaded classes are the new 

additions to the UML. ExpressionInOcl which is defined to be a subclass of 

the class Expression in the UML meta model.  

Figure 5.2: OCL in UML 

OclExpression class is associated with ExpressionInOcl through the 

bodyExpression attribute. ExpressionInOcl is associated to Variable class 

through different type of variable attributes, like contextVariable, 

parameterVariable and resultVariable. The ExpressionInOcl class is used in 

the following meta models to represent the OCL expressions. This is the 
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current state of the OCL specification and the UML Activity diagram 

specification. 

In the following sub sections, the authors present the meta models to 

merge the models in Figure 5.1 and Figure 5.2 to incorporate the OCL 

statements in the activity graph. The OCL expressions can be used for 

specifying Operation contracts, Operation bodies, Initial values, Instances, 

Actual parameters and Conditions. 

5.2.2 Meta model for operation contracts 
The activities in an activity diagram may have some pre conditions, 

which should hold when the execution of the activity starts. Similarly, the 

activities may have post conditions which should hold when the activity 

completes its execution. This pre and post conditions can be specified in a 

UML activity diagram with the help of OCL notations [42, 41, 13, 32, 52].   

The pre and post conditions are added to the UML meta model as 

Constraint class. The Constraint class is associated to the Action class with 

values localPrecondition and localPostcondition which are elements in the 

ownedElement set defined in UML2.x specification. These constraints are 

implemented using the OCL expressions. The Constraint class is associated to 

the Expression class and which is the superclass of ExpressionInOcl. The 

metamodel that is shown in Figure 5.3 implies that the pre and post conditions 

can be associated with the Activity node in the activity diagram. 
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5.2.3 Meta model for initial values 
OCL provides mechanisms to specify the initial values of attributes as 

well as association ends. The initial value representation in UML metamodel is 

shown in the Figure 5.4. The initial value is always attached to the 

attribute/property of a classifier or to an association end. The metamodel 

implies that the property/attribute value can be represented using an OCL 

expression. The initialValue should be of the type of the attribute. The 

Property class is associated to the Expression class. The association is based 

on the property. 

Figure 5.5 : Metamodel for OCL representation of Initial value 

5.2.4 Meta model for instance 
The instance (object) of a class can be identified with unique 

identifiers. OCL 2.x supports this unique identification of objects [101, 23].  

The metamodel for instance representation using OCL is shown in 

Figure 5. 5. The ObjectNode is a subclass of TypedElement. The ObjectNode

have State and Behavior. The object node can be represented using the OCL 

expression. 
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5.2.5 Meta model for actual parameter 
OCL provides syntax to mention the actual parameters to an activity. 

The list of parameters as well as the return type of the activity (operation) can 

be mentioned [19].  

The metamodel for including the OCL expression in parameter 

specification is shown in the Figure 5. 6. Parameter is associated with the 

ParameterSet. ParameterSet is a subclass of NamedElement as per the UML 

2.x specification. Each parameter can be represented using the OCL 

expression. There can be once OCL expression corresponds to each 

Parameter.  

5.2.6 Meta model for condition 
In activity diagrams, the guard conditions (or conditions, in short) can 

occur in decision nodes. The guards will be given inside square brackets in the 

activity diagram.  

Figure 5.7 shows the metamodel for the OCL representation of guard 

conditions of decision nodes. The DecisionNode class is associated to the 

Guard class using the guard condition. DecisionNode and other siblings are 

subclasses of ControlNode class.  

Decision node has zero or one guard conditions. These guard 

conditions are represented using the OCL expression. The same method can be 

applied to the other control nodes like, JoinNode, MergeNode etc.  
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5.3 Formal Semantics of OCL Enhanced Activity Diagrams 

Figure 5.8: Simplified Meta model of UML2.0  Activity Diagram with OCL expressions 

An Activity Graph, ��
��, is a tuple which contains nodes �, edges 

�, events �, guard conditions �, local variables ���, set of objects 
 and 

OCL expressions �. A node can be of four types, AN (activity node), CN 
(control node), EN (executable node) and ON (object node). AN is the activity 
node which represents activity in ��
���
 CN represents the control node 

which includes the decision node, fork, and join. EN is the executable node 
which represents single atomic action in ��
����
� is the transition from one 

node to another, where the nodes � �. ‘�’ is the external events that can occur 
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in the system. ‘�‘ is the guard expressions that can be applied to edges. � is 

the OCL expression that can be used in the activity graph.  

The OCL expressions include the parameter values, initial values, 

instances, conditions, operation contracts etc. An OCL expression may contain 

the classifier (C), context variables (vc), parameter variables (vp), result 

variables (vr) and OCL statements (�). The simplified metamodel for the OCL 

enhanced activity diagram is given in Figure 5. 8. 

��
��
�
���
��
��
��
����

�
���
where

�
�
����������	���
�����������
��
�
�
�����������������	�����	���
�����
��������

�������������������	�������������������
���
�
�
�

 

�
�
�iterations=3, iterations<3  

���
�
�iterations 



�
�obj_pd_1 

�
�
�ProjectDevelopment, {iterations},  

        {operationbody}, {self.develop();self.test();}�



Figure 5.9 : The activity diagram Project Development and its formal semantics 

Figure 5.9 gives the activity diagram that represents the control flow of 

Project Development. The formal semantics of it is given in Figure 5.9 and 

Figure 5. 10. Project Development has four activity nodes, one decision node, 

initial node and final node. The nodes have been named internally as n1, n2, .. 

n7, including pseudo nodes and activity nodes. The edges (E) have been 

defined as a pair of end nodes. First edge is from initial node to 

‘receiveproject’.  
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That’s from n1 to n2. So the edge is represented as (n1,n2). The guard 

conditions G are given as iterations=3 and iterations<3.  The activity node 

‘work’ is enhanced with OCL statements for the operation body. The variables 

(var) used in the control flow is ‘iterations’. The object (o) which is active is 

obj_pd_1. The OCL expression (� = (C, v, t, �)) has the class 

ProjectDevelopment as context (C), iterations as local variable (v), type (t) of 

the OCL statement is operationbody and the statements (�) are ‘self.develop(); 

self.test();’.  

The operational semantics of this activity diagram is shown in Figure 

5.10. The variable definition and initialization is given. The variables are 

activeNode, ac and iterations and seven ID variables correspond to each node 

in the activity diagram. In the following section the variables have been 

initialized. What happens when edges are taken is explained in the ‘definition’

section. The rules for state transition are described in the ‘transition’ section.  

5.3.1 Operational semantics of OCL enhanced activity diagrams 

We define operational semantics of OCL enhanced Activity Diagrams 

using Finite State machine (FSM) by extending the semantics given in [112]. 

State variables and a set of predicates describing the transitions of the state 

variables are given in the description of the FSM. The state variable(s) will be 

changed at each state. The transition functions described using the predicates 

give the relation between current value and next value of the state variables. 

The logical operators &, | and ! are used in the predicates. Constant values 1 

and 0 are used to denote true and false respectively.  

An Activity Diagram is mapped into FSM. The execution of a single 

activity in the activity diagram is mapped as a single step in the FSM. The 

final node of the activity diagram is mapped as infinite loop of “no operation” 

action.  
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5.3.2 Variables used in the finite state machine 

The state variables have been defined in Rule 1. First one is the 

variable ( _ .in annID ) to represent the control flow in each node. This variable        

( _ .in annID ) says whether a node is active or not. The control nodes like Fork 

and Join nodes have separate variables for each outgoing ( _ . .in Ft tgt nId ) 

transition and incoming ( _ . .in Jt srcnId ) transitions respectively. These variables 

are used to decide which transition steps can be executed. ‘o’ is the set of 

objects that take part in the process flow. Each node in the AG belongs to one 

of these objects. (i.e, .anobj o∈ ). 

The variable activeNode denotes the activity node which is currently 

active. The variable ac holds the name of the executed action. The unique id of 

each node is denoted as nID. 

The initialization of the state variables is given in Rule 2. The variable 

of the initial node ( _ . .in ad initialNode nID ) is set to true and other variables 

are set to false. Local variables (v) are initialized to their pre-defined values. 

The value of activeNode and ac is determined by the initial node. 

Rule 1: Variables 
    

{ }

,

{ . }

. : _ . : ;

. . : _ . . : ;

. . : _ . . : ;

:{ . };

: ;

init final

fork

join

an AN

acname N name

an AN CN an obj o in an nId boolean
fn CN t fn out fn obj o in Ft tgt nId boolean
jn CN t jn in jn obj o in Jt src nId boolean

activeNode an nId

ac acname
∈

∈

∀ ∈ ∧ ∈

∀ ∈ ∀ ∈ ∧ ∈

∀ ∈ ∀ ∈ ∧ ∈

∪

�

�

v var : v. :v. ;name typeDecl∀ ∈
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Rule 2: Initialization 

_ . . 1 &
: _ . 0&

. : _ . . 0&

. : _ . . 0&

v var: v. v. &
. . &

. . ;

fork

join

in ad initialNode nID
an AN in an nId
fn CN t fn out in Ft tgt nId

jn CN t jn in in Jt src nId

name init
activeNode ad initialNode nID
ac ad initialNode acName

=
∀ ∈ =
∀ ∈ ∀ ∈ ∧ =

∀ ∈ ∀ ∈ ∧ =

∀ ∈ =
=

=

Rule 3: Definition of Transitions 

( )

,

.

.

. .

3.1 . , . :

_ : _ . . & _ . .
& ( _ . . ) &

_ . . & ( _ . . )

& next(in_t . tgt .nId) & . . ;
3.

initial final

t src AN

t tgt AN

t src AN t tgt AN

t E t src t tgt AN CN
t taken in t src nID in t src

next in t src
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next activeNode t tgt nID

ψ
ψ

∈

∈

∈ ∈

∀ ∈ ∧ ∈ ∪

= ∨
∨

∨ ∨

=
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( )
. .

2 . :

_ : _ . . & next(in_t . tgt .nId) 
& . . ;

3.3 . :

_ : _ . . & next(in_t . tgt .nId) 
& . . ;

3.4 .

fork

join

t t src in

t E t src CN
t taken in Ft tgt nId

next activeNode t tgt nID
t E t src CN

t taken in Jt src nId
next activeNode t tgt nID

t E t tg

∈

∀ ∈ ∧ ∈

=
=

∀ ∈ ∧ ∈

= ∧
=

∀ ∈ ∧
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( )

:

_ : _ . . & next(in_t . tgt .nId) 
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3.5 . :
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merge
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t CN
t taken in t src nID

next activeNode t tgt nID
t E t src CN

t taken in t src nID t G
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∈

=
=

∀ ∈ ∧ ∈
=

=

The edges in the activity diagram are taken as the transitions in FSM. 

Rules 3.1 to 3.5 specify the possible transitions. The transitions from and to 

the activity nodes, initial node, final node, fork, join, merge and decision 
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nodes are considered. In each transition the t_taken and the activeNode

variables are updated according to the type of source and target nodes of the 

edge.  

The next() function is used to change the value of the variables. The 

next() function assigns the next state value to a variable based on the current 

state value of the variables [14]. The next() function is used to evaluate 

statements or Boolean expressions at the next state of the system.  

In rule 3.1, the transition from or to the initial node (CNinitial), final 

node (CNfinal) and activity node (AN) is considered. When a transition is taken, 

the variable t_taken enables successor control flow variables (in_t.tgt.nId) in 

the next state and the variable activeNode is updated to the target node of t 

(t.tgt.nID). If the activeNode is an AcceptEvent action node (i.e, _ . .in t src e  is 

true), the corresponding target node (t.tgt.nID) will be taken as the next 

activeNode. 

Rule 3.2 states that every transition t leaving a fork node (CNfork) can 

be taken if it's control flow variable in_Ft.tgt.nId is true. These variables are 

set in rule 4. Rule 3.3 states that, to take a transition preceding a join node, all 

control flow variables in_Jt.src.nId have to be true, indicating that all previous 

concurrent branches have reached the join node.  

The variables in_Ft.tgt.nId and in_Jt.src.nId controls the transition to 

and from the fork and join nodes respectively. Rule 3.4 specifies that, for 

merge nodes (CNmerge), the incoming control flows are routed to the outgoing 

edge. In the case of decision nodes (CNdecision), the transition will be taken if 

the guard condition (t.G) of the outgoing edge is true. It is given in Rule 3.5. 
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5.3.3 Transitions 

Rule 4: The fork node variables get activated when the control flow reaches 

the fork node. Similarly, join node variable gets activated when the control 

flow reaches the join node.  

Rule 5: when the incoming or outgoing edges are taken, the corresponding 

an.nID will be changed. Fork nodes can change these variables with every 

outgoing transition and join nodes with their one outgoing transition. If the AN 

contains an OCL expression (�), it will be evaluated using the function 

execute( ). If the activeNode contains an OCL expression ( .nψ ), depending 

upon the type of the OCL statement ( . .n tψ ), corresponding actions will be 

taken by executing the OCL expressions. If . .n tψ =initialvalue, the variable 

specified will be assigned with the value given. Similarly, if . .n tψ

=precondition or postcondition, those conditions will be checked.  

In the case of fork (CNfork) and join nodes (CNjoin), this variable will be 

changed whenever an outgoing edge is taken. The fork variable in_Ft.tgt.nId

will be changed when an incoming edge of the fork node is taken. The join 

variables in_Jt.src.nId will be changed if the outgoing edge of the join node is 

taken.  

Rule 6: In each step a new edge will be taken till the last node.  

Rule 7: The value of the local variables (v) changes whenever there is an 

assignment statement (n.asgmtv) in the currently executed node (n). The value 

of the assignment (n.asgmtv.val) will be assigned to the variable v.vName. 

Rule 8: Assigns the value of activeNode to the variable ac. 
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Variables:- 

activeNode : { n1, n2, n3, n4, n5, n6, n7, nop }; 
ac : { receiveproject, definework , work, decision, finalreport, nop} 
iterations = {0,1,2,3,4} 
nID_n1=boolean; nID_n2= boolean; nID_n3= boolean; nID_n4= boolean;  
nID_n5= boolean; nID_n6= boolean; nID_n7= boolean; 

�

Initialization:- 

nID_n1=1; nID_n2=0; nID_n3=0; nID_n4=0; nID_n5=0; nID_n6=0; nID_n7=0; 
iterations =  0; 
activeNode=n1; 
ac=nop; 

�

Definition:- 

t_taken_n1n2 = n1; 
next(iterations)=0; 
next(activeNode)=n2; 

t_taken_n2n3 = n2 
next (activeNode)=n3 

t_taken_n3n4 = n3 
next (activeNode)=n4 

t_taken_n4n5 = n4 & (operationbody) 
next(iterations)=iterations+1; 
next(activeNode)=n5 

t_taken_n5n3 = n5 & (iterations<3) 
next(activeNode)=n3 

t_taken_n5n6 = n5 & (iterations==3) 
next(activeNode)=n6 

t_taken_n6n7 = n6  
next(activeNode)=n7 

�

Transition:- 

((nID_n1=next(nID_n1)) | t_taken_n1n2) & 
((nID_n2=next(nID_n2)) | t_taken_n1n2 | t_taken_n2n3) & 
((nID_n3=next(nID_n3)) | t_taken_n4n3 | t_taken_n2n3 | t_taken_n3n4 | t_taken_n5n3) &
((nID_n4=next(nID_n4)) | t_taken_n3n4 | t_taken_n4n5) & 
((nID_n5=next(nID_n5)) | t_taken_n4n5 | t_taken_n5n3 | t_taken_n5n6) & 
((nID_n6=next(nID_n6)) | t_taken_n5n6 | t_taken_n6n7) & 
((nID_n7=next(nID_n7)) | t_taken_n6n7);

Figure 5.10 : The declarations and definition of transitions of the activity diagram Project 
Development 
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5.4 Code Generation From OCL Enhanced Activity Diagram 

In this section we explain the code generation process from the OCL 

enhanced activity diagram. The OCL expressions added in the design will be 

checked for errors. If there is no error it will be incorporated with the XML 

document for code generation. The code generation steps are given in Figure 

5. 11. 

The system design is prepared in activity diagram (AD) and additional 

details, like method body, pre- and post conditions, are added with the help of 

OCL expressions. This system model is then converted to XML format. The 

UML modeler, which is used as a part of the code generator, will do the 

conversion. The XML follows the DTD (Document Type Definition) which is 

mentioned in [106]. The OCL expressions are added to the XML document as 

a separate element named <OCL> associated with node element and edge 

elements. When we add precondition to an activity using OCL expression, the 

type attribute of <OCL> will be given as “precondition”. Similarly, for post 

condition, type is “postcondition”.  See Figure 5.12 for the tree view of the 

document. Before code generation we need to check the OCL expressions for 

errors. If there is any error, report it and allow the system architect to modify 

the design. If there is no error, rebuild the XML document and pass it to the 

code generation module. 

The XML document, after checking the OCL expressions, will be 

given for code generation. First the code generator creates a java package with 

the name of the activity diagram. Then it searches on AG to visit all nodes in 

the activity graph. A method declaration will be added whenever a new action 

node is taken. It checks each node in the AG and identifies all action nodes 

and writes the method declaration for all those action nodes. The algorithm 

identifies currently active object and its type. 
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Figure 5.11:  Steps to generate code from UML diagram 

The active objects will be fetched from the XML document of AG. If 

no class exists corresponding to the object, then a class will be created. 

Otherwise the existing class will be updated with the method declarations and 

added to the source code SC. The search stops when all nodes have been 

taken. A main class will be created and embed a main() method in it. 

Each activity will appear as a function call in the implementation code. 

So, first the XML document is parsed to get the object tree of the XML 

document [80]. We consider six types of nodes in the activity diagram. Initial

node, final node, activity node, decision node, fork node and join node. Read 

each node element. If it is an activity node, add the operation call statement. If 

it contains the OCL element, the algorithm methodDefinition() has to be 

called. The pre and post conditions will be added to the method definitions. If 

the node type is decision, a decision making statement will be added to the 

implementation code. The fork node has to be handled with special care. The 
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implementation of the fork node is the most complicated one to implement, 

since it handles concurrency.  

Figure 5.12 : XML document 
format 

Figure 5.13 :  Operation body 
in XML 

Figure 5.14:  Initial 
value in XML 

Figure 5.15: instance in XML Figure 5.16:  Pre condition in 
XML 

Figure 5.17:   Post 
condition in XML 

In our method, we implement concurrency using Threads. The number 

of child nodes of the fork node shows the number of concurrent paths in the 

process flow. There can be multiple paths between fork-join combinations. 

One of the paths is taken as the main thread itself. So, other paths should 

initiate threads. All these threads, including the main thread, have to wait at 

join node till all other threads reach join node. If the node type is fork, we have 

to initiate threads depending on the number of child nodes of the fork node. If 

there are 3 child nodes, it means 1 main thread and 2 sub threads. So we have 

to initiate two sub threads. Each path from fork node to join node is considered 
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as an activity diagram.  If node type is join, the main thread will wait for other 

threads to complete. Continue this process till we find the final node. These 

steps have been summarized in Algorithm 5.1: codeGeneration 

Algorithm 5.1  CodeGeneration(��
��, P, parentThread, currentThread, 
start) 

Input : ��
��, P, parentThread, currentThread, start 
Output : Updated P 

Perform Depth First Search on ��
�� by keeping start as starting vertex 
1.visit next node N.out_edge.target 
2.identify currently active object, ca_obj,  
3.if(N.type = = activity) 

3.1 create statement ca_obj.actionName();  
write to main() if currentThread=’main’ 
otherwise write to run() method where 

threadname=currentThread 
3.2  If this node element contains OCL element <ocl> 

3.2.1 Call methodDefinition(P,ocl) 

4. else if(�.type = = decision) 
4.1 For each �.out_edge, create “if(�.out_edge guard)” statement  

write to main() if currentThread=’main’ 
otherwise write to run() method where 

threadname=currentThread 
5.else if(�.type = = fork) 

5.1. count the number of child nodes, say c. 
5.2. while ( c>=1 ) 

5.2.1. create and start thread with name parentThread _tc   ,  
write to main() if currentThread=’main’ 
otherwise write to run() method where 

threadname=currentThread 
5.2.2. push parentThread_tc to stack 
5.2.3. decrement c by 1 

5.3. if (currentThread = ‘main’) 
5.3.1. Call CodeGeneration(��
��,P, currentThread, 

currentThread, currentForkNode) 
5.3.2. Pop sub threads from stack and call 

CodeGeneration(��
��,P, currentThread,parentThread_tc, 
currentForkNode) till stack is empty 
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5.4.Else if(currentThread � ‘main’) 
5.4.1. Call CodeGeneration(��
��,P, currentThread, 

currentThread, currentForkNode) 
5.4.2. modify run() method in Thread class 
5.4.3. add “if(threadname==parentThread_tc){ “ statement to run() 

method 
5.4.4. call 

CodeGeneration(��
��,P,currentThread,parentThread_tc,cur
rentForkNode) 

6. else if (�.type = = join) 
6.1. if(currentThread==’main’) 
 return  
6.2. else if(currentThread==parentThread) 
 return 
6.3. else if(parentThread==’main’) 
 add “currentThread.join()” to main() method 
 return 
6.4. else if currentThread � parentThread

add “currentThread.join()” to run() method where 
threadname=parentThread 
return 

7.else if (�.type = = merge) 
go to step 1  

8.else if(�.type = = finalNode) 
  return P 
9. Repeat steps 1 to 7 until all nodes have been taken 
10.  return 

The method definitions are generated using the algorithm 

methodDefinition. The OCL expressions are used for this purpose. As per 

section 5.2, the OCL statements can appear in an activity diagram in five 

forms; initial values for variables, the instances, operation body, pre- and post 

conditions. The XML format for these data is shown in Figure 5.13, Figure 

5.14, Figure 5.15, Figure 5.16 and Figure 5.17. The OCL statements in the 

activity diagram will be converted to XML and stored as part of the node 

element of ActivityGraph in the XML document. The <ocl> element can be of 
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the above five types. This type is mentioned in the attribute type. The <ocl> 

element has the data context which gives the name of the context class.  

Figure 5.13 represents the components in the OCL statements for 

operation body and the tags used for each component. Similarly, Figure 5.14 

gives the XML tags to store the initial value of a variable. Figure 5.15 gives 

the XML format for storing instances that is being used in the activity model. 

Figure 5.16 & Figure 5.17 show the XML representation of pre and post 

conditions respectively. The representation of actual parameter is contained in 

the operation body itself. So, no separate <ocl> tag is used to store the actual 

parameters. 

The element <ocl type=”initialvalue”> contains the variable name, 

variable type and the initial value. This is sufficient to generate code for the 

initialization of a local variable. The element <ocl type=”instance”> has the 

instance name and type.  

These details are used for the generation of object declaration 

statement. The element <ocl type=”precondition”> stores the details of context 

name (class name), method name, return type and the precondition of the 

method. The class name and method name defines the scope of the 

precondition.  

The pre conditions will be added as the assertion statements at the 

beginning of the method definition [31, 69, 25, 122, 71, 82, 36, 65]. Similarly, 

<ocl type=”postcondition”> includes the same details as that of <ocl 

type=”precondition”>. The only difference is that, instead of precondition it 

contains post conditions. This post condition will be added as the assertion 

statements at the end of the method definition. The method will return with the 

result only when the post condition is true.  

When we represent operation body in <ocl>, it will contain the method 

name, list of parameters with their data types; return type of the method and 
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the method body. These data will be extracted and inserted to the source code, 

P, in the form of method definition. If we represent initial value of a variable 

in <ocl>, it will contain the property (variable) name, data type and its initial 

value. It will be written to P as “data_type variable_name = initial_value;”. In 

the instance declaration,the <ocl> contains the instance name and its class 

name. The instance declaration will be added to source code as “class_name 

instance_name = new class_name ( ); ”. 

These conversions have been formally specified in Algorithm 5.2: 

methodDefinition. 

Algorithm 5.2 methodDefinition(P, ocl) 

Input :  P, ocl 

Output :  P 

1. If ocl@type == initialvalue 

1.1 Let varName� ocl.property@name 

1.2 Let varType � ocl.datatype@type 

1.3 Let varValue� ocl.init@value 

1.4 Add the statement to P  “<varType>  <varName> = <varValue>;” 

2 If ocl@type == instance 

2.1 Let insName� ocl.instance@name 

2.2 Let insType� ocl.datatype@type 

2.3 Add statement “<insType> <insName> = new <insType>( );” to P. 

3 If ocl@type== precondition 

3.1 Open method with name ocl.method@name in P. 

3.2 Let preCondition� valueof(ocl.pre) 

3.3 Add the ‘if condition’  

“ if(<preCondition>==true){ “ to the opened method immediately 

after the opening { 

4 If ocl@type== postcondition 
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4.1 Open method with name ocl.method@name in P. 

4.2 Let postCondition� valueof(ocl.post) 

4.3 Add ‘if condition’  

“if(<postCondition>==true) return result;” to the opened method 

just before the closing } 

5 If ocl@type == operationbody 

5.1 Let returnType� ocl.return@type 

5.2 Let metName� ocl.method@name 

5.3 Let i=1; 

5.3.1 Let param<i> � ocl.method.parameter@name 

5.3.2 Let paramT<i> � ocl.method.parameter@type 

5.3.3 i=i+1; 

5.3.4 repeat steps 5.3.1 to 5.3.3 until there is no more 

parameter to read from ocl.method. 

5.4 Create method signature as “<returnType> < metName> 

(<paramT1>  <param1> , <paramT2>  <param2>, … 

<paramT<i>>  <param<i>>) {“ and add to P 

5.5 Add method body as “<valueof(ocl.body)> }}” to P 

6 Return P 

  

5.5 Proof of Correctness of the Algorithm 

The operation semantics of AG gives the definition of transitions from 

activity nodes, initial node, final node, fork node, join node, merge node and 

decision node. The algorithm 5.1 CodeGeneration( ) illustrates how these 

nodes and transitions are converted to source code. The algorithm perform 

depth first search on AG starting with the initial node. It generates source code 

corresponds to each node and edge present in the AG. The algorithm processes 

the nodes of the type activity, decision, merge, initial, final, fork and join. If 
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the AG is enhanced with the OCL statements, that will also be converted to 

source code.  

The operation semantics gives the behavior of AG mainly focusing on 

when to take a transition and which is the next node to be visited. First part of 

the semantics (Rules 1 and 2) gives the variables used and their initialization. 

Second part (Rules 3.1 to 3.5) is the definition of transitions. The third part 

(Rules 4 to 8) is the change of state variables and specifies which node to be 

visited next. 

In the first two steps of the algorithm 5.1, we choose the next node to 

be visited, in Depth First Search manner and the currently active object. Rules 

3.1 to 3.5, 4, 5 and 6 of the operation semantics choose the appropriate 

transition and find the next active node (in_n.nID).  

All nodes (activity node, initial node, decision node and join node) 

have single outgoing transitions, except for fork node and the next active node 

will be the target node of the outgoing transition. For decision node, even 

though there is more than one possible outgoing transitions only one of them 

will be taken based on the guard condition. The same is achieved in the 

algorithm 5.1 too. That is, except for the fork node, for all other nodes, the 

next node is taken using the common step (i.e, step 1).  

In step 3 of algorithm 5.1, activity nodes are processed. If OCL 

statements are included in the node, that will also be converted to the source 

code. As per the operational semantics Rule 5, ( _ . ( . ) )in n execute nψ ψ− > , if 

there is any OCL statement in the node, it has to be executed before finding 

the next node to be visited. The Boolean variable to activate the next node 

in_n.nID has to be activated  
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( ) . . . , _

. . . , . . . . , .

( _ . _ . _

_ _
joinfork

t n in n out t takendefined

t n out tgt out t src CN t n out tgt out t src CN

in n nID next in n nID t taken

t taken t taken

∈ ∪

∈ ∈ = ∈
�
�
�

= ∨

∨ ∨

The assertion for this can be mentioned as  

P1� Execute OCL statement in the node (if any) 

P2� Activate the next node to be visited, target node 

As per the operational semantics Rule 3.1, the transitions from the activity 

node is handled as follows 

( )

. .

. .

_ : _ . . & _ . . & ( _ . . )&
_ . . & ( _ . . )&

next(in_t.tgt.nId) & . . ;

t src AN t tgt AN

t src AN t tgt AN

t taken in t src nID in t src next in t src
in t src e next in t src e

next activeNode t tgt nID

ψ ψ∈ ∈

∈ ∈

= ∨ ∨
∨ ∨

=
  

The transition is taken if the source node is visited and the OCL 

statements and external events have been processed (if any). Next target node 

is set as the activeNode. From the above semantics we can formulate the 

assertion as follows. 

P3� Traverse to next node if all OCL statements are executed and 

events are handled. 

These three assertions are satisfied in the algorithm steps 1 and 3, as shown 

below. 
Perform Depth First Search on ��
�� by keeping start as starting vertex

1.visit next node N.out_edge.target 
2.identify currently active object, ca_obj,  
3.if(N.type = = activity) 

3.1 create statement ca_obj.actionName();  
write to main() if currentThread=’main’ 
otherwise write to run() method where threadname=currentThread 

3.2  If this node element contains OCL element <ocl> 
3.2.1 Call methodDefinition(P,ocl)

P1 is attained in step 3.2, in which the OCL statements have been 

processed and generate the corresponding source code. Algorithm 5.2 

is used for converting OCL statements to source code. 
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P2 is attained in step 1, since it finds out the next node to be visited 

using the outgoing edges from the current node and in a depth first 

search fashion.  

P3 is attained in steps 3.1 and 3.2. Step 3.1 handles the activities and 

events in the node. The events are handled as the actions in the activity 

node and the corresponding event handling functions will be called. 

The implementation of the activities and the event handling are done in 

a similar way. So the events are also handled in step 3.1. In step 3.2, 

the OCL statements have been processed. The transition to next node is 

preceded by these two steps and hence, assertion P3 is ensured. 

In step 4 of algorithm 5.1, the decision node is processed.  As per the 

operational semantics, an outgoing edge with true guard condition will be 

taken. The next node to be visited is set to the target node of the outgoing 

edge.  

( )

. : _ : _ . . &
. & next(in_t.tgt .nId) &

. . ;

decisiont E t src CN t taken in t src nID
t G
next activeNode t tgt nID

∀ ∈ ∧ ∈ =

=

The assertion for this can be mentioned as 

P4� Traverse to the next node if the guard condition is true and the 

next active node has been set as the target node. 

This assertion is satisfied in the step4 of the algorithm 5.1, as shown below. 

4.  else if(�.type = = decision) 
4.1 For each �.out_edge, create “if(��out_edge guard)” statement  

write to main() if currentThread=’main’ 
otherwise write to run() method where threadname=currentThread 

�
Step 4 takes each decision node and step 4.1 takes each outgoing edge 

from the decision node. The guard conditions for each edge is made a part of 

the code generated, so that the right path will be taken based on the true guard 
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condition. After processing all the edges, step 1 is executed to find the next 

node using DFS. So we can say, 

P4 is attained in step 4 and step 1 since the source code is generated for 

each edge along with its guard condition and the next active node is 

chosen based on the guard condition.   

In step 5 of algorithm 5.1, the fork node is handled. As per the 

operational semantics, when the currently active node is a fork node, all 

control variables of the fork node (in_Ft.tgt.nId) has to be activated. 

( ).:( . _ . . )fork t fn outfn CN activeNode fn nodeID next in Ft tgt nId∈∀ ∈ = − > ∧ .   

Change the control variables of the fork node (in_Ft.tgt.nId) whenever an 

incoming or outgoing edge to the fork node is taken.  

( ) ' .. : _ . . _ . . '_fork t fn in tfn CN t fn out in Ft tgt nId next in Ft tgt nId t taken∈ ∪
� �

�� ��
∀ ∈ ∀ ∈ = ∨

The outgoing edge from a fork node has to be taken if its control variable 

(in_Ft.tgt.nId) is activated and the next active node is set to the target node of 

the edge.  

( )
. : _ : _ . . & next(in_t . tgt .nId) &

. . ;
forkt E t src CN t taken in Ft tgt nId

next activeNode t tgt nID

∀ ∈ ∧ ∈ =

=
  

So the assertions can be formulated as follows. 

P5�if the current node is a fork node activate the control flow 

variables of the outgoing edges 

P6� change the value of control variable whenever an in or out edge 

has been taken. 

P7� an out edge is taken when the control variable is enabled and next 

active node is set as the target node. 

These three assertions are satisfied in the steps 1 and 5 of algorithm 5.1, as 

shown below. 
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5. else if(�.type = = fork) 
5.1. count the number of child nodes, say c. 
5.2. while ( c>=1 ) 

5.2.1. create and start thread with name parentThread _tc   ,  
write to main() if currentThread=’main’ 
otherwise write to run() method where threadname=currentThread 

5.2.2. push parentThread_tc to stack 
5.2.3. decrement c by 1 

5.3. if (currentThread = ‘main’) 
5.3.1. Call CodeGeneration(��
��,P, currentThread, currentThread, 

currentForkNode) 
5.3.2. Pop sub threads from stack and call CodeGeneration(��
��,P, 

currentThread,parentThread_tc, currentForkNode) till stack is empty 
5.4.Else if(currentThread � ‘main’) 

5.4.1. Call CodeGeneration(��
��,P, currentThread, currentThread, 
currentForkNode) 

5.4.2. modify run() method in Thread class 
5.4.3. add “if(threadname==parentThread_tc){ “ statement to run() method 
5.4.4. call 

CodeGeneration(��
��,P,currentThread,parentThread_tc,currentForkNode)

Step 5.1 counts the number of outgoing edges (or child nodes) of the 

fork node. Step 5.2 takes each edge (path) separately and keep ready for 

processing. Steps 5.3 and 5.4 create source code for each parallel path between 

the fork and join nodes. The next node to be visited is taken using recursion 

and DFS.  So we can say, 

P5 and P6 are attained in step 5.1 and step 5.2. All outgoing edges 

from the fork nodes are processed in these steps.  

P7 is attained in steps 5.3 and 5.4. All the outgoing paths from the fork 

node have been visited using recursion. Threads are used for 

implementing the control flows of parallel paths. 

In step 6 of algorithm 5.1, join node is handled. As per the operational 

semantics, if the currently active node is a join node, activate its incoming 

edge, or the last traversed edge (in_Jn.src.nId set to true).  

( ). : ( . _ . . );joinjn CN t jnin activeNode jnnodeID next in Jt srcnId∀ ∈ ∀ ∈ ∧ = −>
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The control variable of the join node (in_Jn.src.nId) is changed whenever an 

incoming or outgoing edge is taken.   

( )( )' .. : _ . . _ . . '_ ;join t t jn outjn CN t jnin in Jt src nId next in Jt src nId t taken∈ ∪∀ ∈ ∀ ∈ = ∨

The outgoing edge of a join node is taken only when all the incoming edges 

are taken (activated) and the next active node is set to its outgoing edges’s 

target node.  

( )
. .. : _ : _ . . & next(in_t .tgt .nId) &

. . ;
join t t src int E t src CN t taken in Jt src nId

next activeNode t tgt nID
∈∀ ∈ ∧ ∈ = ∧

=
  

The assertions can be formulated as follows. 

P8�if the current node is a join node activate the control flow variable 

of the incoming edge. Repeat it until all incoming edges get activated. 

P9� change the value of control variable whenever an in or out edge 

have been taken. 

P10� an out edge is taken when all the control variables are enabled 

and the next active node is set as the target node.

These assertions are satisfied in steps 1 and 6 of algorithm 5.1, as shown 

below. 

6.  else if (�.type = = join) 
6.1. if(currentThread==’main’) 
 return  
6.2. else if(currentThread==parentThread) 
 return 
6.3. else if(parentThread==’main’) 
 add “currentThread.join()” to main() method 
 return 
6.4. else if currentThread � parentThread 

add “currentThread.join()” to run() method where threadname=parentThread 
return 

Steps 6.1 and 6.2 look for the next parallel path (sibling) without 

processing the join node. If the current thread is a child thread it has to wait till 

all other threads reach join node. it is done in steps 6.3 and 6.4. Transition 
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from the join node is taken only when all the parallel paths have been reached 

the join node. it is ensured with the recursive calls in steps 5.3 and 5.4. Hence,  

P8and P9 are attained in steps 6.1 to 6.4. Waiting for all edges to be 

taken is implemented using the join() function. Main thread will wait 

till all the child threads complete their execution.  

P10 is attained using step 1. The recursive calls made at the fork node 

will be returned in steps 6.1 to 6.4. After returning all threads,(ie, all 

incoming edges to the join node are traversed) the control goes to step 

1 and traverse to the next node after the join node. 

In step 7 of algorithm 5.1, the merge node is handled. As per the 

operational semantics, the merge node is a control node that brings together 

multiple alternate flows. The outgoing edge from a merge node is taken when 

its previous node is visited and the next active node is set.  

( )
. : _ : _ . . &next(in_t.tgt.nId) &

. . ;
merget E t tgt CN t taken in t src nID

next activeNode t tgt nID
∀ ∈ ∧ ∈ =

=

The assertion for the same is written as follows. 

P11� if the previous node has been visited activate the target node 

and set the next active node to the target node. 

Step 7 of the algorithm 5.1 satisfies this assertion, as shown below.. When a 

merge node is encountered, the control goes to step 1 and fetch the next node 

to be visited.  

7. else if (N.type = = merge) 
go to step 1  

So we can say that, 

P11 is achieved in step 7 since it redirects the execution to step 1, finding next 

node to be visited. 
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In step 8 the final node of the activity diagram is processed. As per the 

semantics, when all nodes have been visited, the next active node is set as ‘no 

operation’.  

( )
( ), _

: _ . &

_ . _ ;
final

t T t takendefined

n CN in n nID next activeNode nop

in n nID t taken∈

∀ ∈ ∧ − > =

∨ ∨
  

So the assertion can be written as follows. 

P12� if all nodes have been enabled then set next active node to ‘no 

operation’. 

This assertion is attained in step 8 of algorithm 5.1, as shown below. 

8. else if(N.type = = finalNode) 
  return P 

When the final node is encountered the algorithm stops processing the 

activity diagram and returns the source code generated. No further processing 

is done. The steps 1 to 7 ensure that all nodes have been visited before 

reaching the final node. Hence it is true that,  

P12 is attained in step 8 since it stops processing the AG and return the 

code generated. 

The algorithm is capable to handle and generate implementation code 

for activity nodes with OCL, decision nodes, fork nodes, join nodes, merge 

nodes, initial and final nodes. The algorithm 5.1 accepts any activity diagram 

with activity node, decision node, fork node, join node, merge node, initial and 

final nodes and convert it to source code. Hence, the correctness of the 

algorithm is proved. 

Algorithm 5.2 is used to convert the OCL statements to corresponding 

source code. It processes five types of the OCL statements, like initial value, 

object, pre condition, Post condition and operation body. How each type of the 

OCL statement is converted to source code is mentioned in steps 1 to 5. The 
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initial value of an attribute will be assigned in step 1. An instance of a class of 

the given name is generated in step 2. The pre condition and post condition 

statements are generated in steps 3 and 4. In step 5 the method body for the 

specified method is generated. So it is evident that the algorithm 5.2 can 

handle any kind of OCL statements present in the activity diagram and can 

generate corresponding implementation code. Hence, the correctness of the 

algorithm is proved. 

In order to demonstrate the working of these algorithms we present a 

case study in the next section. The money withdrawal operation of a bank 

ATM is taken as the case study.  

5.6 Case Study 

In this section we consider the process flow of the money withdrawal 

operation in a bank ATM. We have considered a subset of the operation in the 

ATM for our case study. We consider that the process flow starts with secret 

code verification as shown in Figure 5.18. If the code is correct, the machine 

will proceed with transaction and ask for amount to withdraw.  

If the secret code is incorrect, the machine displays error message and 

also rechecks the code. If the code found correct, the machine will ask for 

amount. Otherwise, the ATM rejects the transaction.  

After reading the amount for withdrawal, there are two concurrent 

processes, dispense cash and prepare the receipt. Finally the transaction will 

be closed and the receipt will be printed out. The guard conditions associated 

with the edges for the decision making nodes are given in the model. The 

generated code can be in the following format. 
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Figure 5.18: Activity diagram for money withdrawal from ATM machine (without OCL) 

/********************* Main Class ***************************/ 
public class WithdrawMoneyMainClass 
{ ....... 
 ....... 
 public static void main(String arg[]) 
 {    atm_obj_01.verifyAccessCode(); 
      if(correct) 

{ atm_obj_01.askForAmount(); 
NewThread thrd_01=new NewThred(“thrd_id_01”); 
if(available) 
{ atm_obj_01.dispenseCash(); 
 thrd_01.join(); 
 atm_obj_01.finishTransaction(); 
} 
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     } 
      if(incorrect) 
     { atm _obj_01.handleIncorrectAccessCode(); 

………………… 
………………… 

     } 
 ………….. 
 }  
}   
/************** Class for Managing Fork & Join ***************/ 
public class NewThread implements Runnable 
{ ………………… 

………………… 
public void run() 
{ if(name.compareTo(“thrd_id_01”)==0) 
 { atm_obj_01.prepareReceipt(); } 
} 

} 
/********************* Context Class *********************/ 
public class WithdrawMoneyClass 
{ public void verifyAccessCode( ){ /* TODO CODE HERE*/ } 

public void askForAmount( ){ /* TODO CODE HERE*/ } 
public void dispenseCash ( ){ /* TODO CODE HERE*/ }
public void finishTransaction ( ){ /* TODO CODE HERE*/ } 
public void handleIncorrectAccessCode( ){ /* TODO CODE HERE*/ } 
public void prepareReceipt( ){ /* TODO CODE HERE*/ } 

} 
/******************* CODE ENDS  ************************/ 

Some details are still missing. Using OCL, we try to include some 

more details that are useful for the system implementation as shown in Figure 

5.19. For example, ‘Handle incorrect access code’ is a confusing term. How to 

handle the incorrect code is not derivable from the activity name. So, we add 

the OCL statements, as operation body, to add these details. 

<<operation body>> 

context withdrawMoney :: handleIncorrectAccessCode() 

body:  self. displayIncMsg() 

 self.recheckCode() 
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Figure 5.19: Activity diagram for money withdrawal from ATM machine (with OCL) 

Similarly, the activity ‘prepare to print receipt’ is also ambiguous. The 

details of the preparations are given as the operation body in OCL statements.  

<<operation body>> 

context withdrawMoney::prepareReceipt() 

body:  getAcDetails() 

 getTransDetails() 

Moreover, some pre and post conditions are given along with the 

activities ‘verify access code’, ‘finish transaction and print receipt’ and 

‘dispense cash’ respectively. 
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<<precondition>> 

context withdrawMoney:: verifyAccessCode () 

self.displayPrcMsg() 

<<precondition>> 

context withdrawMoney:: finishTransaction () 

self.displayTnkMsg() 

<<postcondition>> 

context withdrawMoney:: dispenseCash () 

self.displayMnyMsg() 

These OCL expressions help to improve the code generation, 

especially the generation of the method definitions. The OCL statements given 

in Figure 5.19 include pre- and post conditions and operation body. So these 

statements help us to modify the context class WithdrawMoneyClass. The 

code generated from the OCL enhanced activity diagram is as follows.  

/********************* Context Class *********************/ 
public class WithdrawMoneyClass 
{ public void verifyAccessCode( ){  

/* TODO CODE HERE*/  
//-----precondition----- 
displayPreMsg(); 
//------------------------- 

} 
public void askForAmount( ){ /* TODO CODE HERE*/ } 
public void dispenseCash ( ){  

/* TODO CODE HERE*/ 

//-----postcondition----- 
displayMnyMsg(); 
//------------------------- 

 } 
public void finishTransaction ( ){ 

 /* TODO CODE HERE*/  
//-----precondition----- 
displayTnkMsg(); 
//------------------------- 
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} 
public void handleIncorrectAccessCode( ){  

/* TODO CODE HERE*/  

//-----operation body----- 
displayIncMsg(); 
recheckCode(); 
//------------------------- 

} 
public void prepareReceipt( ){  

/* TODO CODE HERE*/  

//-----operation body----- 
getAcDetails(); 
getTransDetails(); 
//------------------------- 

} 
} 
/******************* CODE ENDS  ************************/ 

We will get promising results when we apply our method with low 

level activity diagrams, for example, describing the logic of an operation using 

activity diagram. High level activity diagrams outline the business process or 

task and its flow. So, the realization of those diagrams will end up in a series 

of method calls, as given in the above example. 

5.7 Implementation of Automatic Code Generator 

The code generation process and the algorithm for code generation are 

implemented in Java and we developed a tool called ActivityOCLKode. It has 

mainly three modules; ActivityOCLModeler, OCL checker and ActivityOCL 

Code generator as shown in Figure 5.20. 

The ActivityOCL Modeler, as the name indicates, helps the user to 

model the system design using activity diagram as well as OCL statements. 

The modeler supports all the essential elements in UML activity diagram. It 

supports the activity node, decision node, fork node and join node. Moreover, 

the modeler gives us options to include OCL statements with each element in 
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the activity diagram. In the current version, ActivityOCLKode supports OCL 

expression for pre- and post conditions, operation body and guard conditions. 

Figure 5.20: ActivityOCLKode Architecture 

The modeler has some additional features to save the activity diagram 

in JPEG format. Internally, the modeler saves the model as XML document. It 

also provides XML parser to parse the XML document and to get the object 

tree of the document. This is necessary to retrieve data from XML documents. 

In addition to parser, the modeler provides a tree view option which gives the 

tree structure of the XML document. 

Another important part of the ActivityOCLKode is the OCL checker. 

The user designs the process flow, or the system design using activity diagram 

and the finer details will be furnished using OCL expressions. These 

expressions can be made hidden in the diagram or it can be explicitly visible. 

Since OCL is a formal language, it follows some syntax rules [124]. So, before 

compilation we are supposed to check the well formedness of the expressions. 

This is the duty of the OCL Checker. It checks for syntax errors in the OCL 

statements. The parsed XML document is used for this purpose. After parsing 

the XML document we get an in-memory tree representation of the XML 

document. Extract all the nodes with name ‘<OCL>’ from the object tree and 

do the checking. We check the syntax of the pre- and post conditions, 

operation body and guard conditions. The type of the expression is mentioned 
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along with the <OCL> tag. If there is any error, it will be reported to the user 

using appropriate error messages. Then the user can make necessary changes 

to the OCL statements and regenerates the XML document. This will continue 

till the model is error free. 

Finally, the Activity OCL code generator is the heart of the 

ActivityOCLKode. We use Model Driven Development approach for code 

generation. The tool helps to model process flow using activity diagram and 

then it will be converted to XML. The tool uses Java and XML for platform 

specific modeling (PSM).  

The tool takes the XML document that is built after checking and 

correcting the OCL statements. The OCL statements will not be processed 

separately after regenerating XML. For code generation, we follow the 

algorithms which are mentioned in the previous section. The code generator 

has two main components; execution logic generator and the method definition 

generator. The first one uses algorithm 5.1 for code generation and the second 

one uses algorithm 5.2 for method definition generation.  

As per the algorithm, the overall execution logic is formed by checking 

each node in the activity diagram starting from the initial node. The edges give 

the flow of execution. Each activity is converted as a function call. These 

functions can be defined with the help of OCL. The decision making nodes are 

converted to if…else statements with the guard conditions of the associated 

edges. 

The fork and join nodes are implemented as start of threads and join of 

threads. Concurrent actions are given between the same fork and join nodes. 

Threads are used for concurrent actions in Java. Independent threads will be 

initiated for each path from the fork node. One of them may be the main 

thread. There is a unique identifier for each thread as t_forkid_no. the presence 

of fork id in each thread id ensures its uniqueness.  
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Implementation of method definition is supported by OCL expressions. 

If we add more OCL statements to specify the operation body and other 

details, the generated code will be better. The use of OCL increases the 

percentage of code generated. Each method definition is packed in the order; 

pre condition, operation body and post condition. If these elements are given 

in the activity diagram using OCL, it will contribute much to the code 

generation.   

5.8 Evaluation 

The proposed method is implemented and evaluated. The evaluation is 

done in three dimensions; the type of code generated, percentage of code 

generated and the time complexity for code generation.  

5.8.1 Type of code generated 
The implementation of a system design normally contains the class 

definitions, method declarations, method definitions, method calls, 

constructors, method & variable declarations and variable initialization. We 

evaluated our approach in this regard. It is summarized in the Table 5.1. 

The ActivityOCLKode can successfully generate the definition of the 

context class with method declarations, the supporting class for implementing 

fork and join and the main class and main method for the application using 

logical method calls.  

Variable initializations and method definitions can be generated with 

the help of OCL statements in the activity model. The skeletal code of the 

class constructors will also be generated by ActivityOCLKode. The local 

variable declarations and its manipulations cannot be generated automatically 

by ActivityOCLKode.  
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Table 5.1: Type of code generated by ActivityOCLKode 

Sl. No Type of code Generated by ActivityOCLKode 

1 Variable declaration No

2 Method declarations Yes

3 Method calls Yes

4 Class definitions Yes

5 Main class and Main method Yes

6 Variable initialization generated with the help of OCL statements

7 Method definitions generated with the help of OCL statements

8 Constructors Skeletal code will be generated

5.8.2 Percentage of code generated 
The ActivityOCLKode is tested for its performance. We have tested 

the tool with system designs having different complexity levels. Process flow 

designs with decision making nodes, concurrent flows etc have been taken for 

evaluation. For a systematic evaluation we have taken activity diagrams with 

different levels of details like 1, 2, 3 and 4. In level 1, we represent the system 

model with simple activity diagram which contains only activity nodes.  Level 

2 is the activity model of the system which includes decision nodes too. 

Similarly, level 3 includes concurrent nodes. Moreover, we compared the code 

generated from activity diagrams with and without OCL expressions. 

The main logic of the method definitions are included using OCL. The 

pre- and post conditions are added with operations give a precise boundary for 

the implementation. All these things improved the code generation from 

activity diagrams. 
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Figure 5.21: Percentage of Code Generated without OCL 

We evaluated the code generated from activity diagrams which do not 

contain OCL expressions. It gives more than 80% code coverage.  The activity 

diagrams without decision or fork nodes are tested for code generation and 

they give 83% of the source code. Similarly, we evaluated the percentage of 

code generated from activity diagrams having decision making nodes. It 

evaluates to 85.2%. The activity diagrams with concurrent paths give 86.1% 

code coverage.  

Figure 5.22: Percentage of Code Generated with OCL 

Finally the complex diagrams with both decision and fork nodes give 87% 

of code. As a next step, we evaluated the code generated from the activity 

diagrams which are supported by OCL. We could see that the inclusion of 
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OCL improved the code generation.  Simple diagrams give 84.4%, diagrams 

with decision making give 86.2, diagrams with fork nodes give 87% and 

diagrams with decision and fork nodes give 87.5%. Figure 5.21 and Figure 

5.22 show the graphical representation of the performance evaluation. 

5.8.3 Time complexity for code generation 
We have evaluated the performance of ActivityOCLKode in terms of 

the time complexity too. For this we considered activity diagrams with 

different complexity levels. An activity diagram may contain activity nodes, 

decision nodes, merge nodes and concurrent activities with fork and join.  

If the activity diagram includes only the activity nodes, then it can be 

called as simple diagram falling in complexity level 1. If the diagram contains 

decision node and merge node, the complexity increases slightly; still we keep 

it in level 1. If there is a fork & join nodes in the diagram, it increases the 

complexity, since it introduces concurrent activities. We keep this kind of 

diagrams in level 2. Now, we can have multiple decision nodes in a diagram, it 

lies in level 3. Similarly we can have different combinations of decision nodes 

and fork & join nodes to get the complexity levels from 4 to 9. The 

introduction of each fork node to the diagram increases its complexity, since 

each fork initiates one or more threads of execution. 

We executed ActivityOCLKode for different types of activity diagrams 

which falling under any one of the above nine complexity levels. The 

complexity levels and the time taken for execution are shown in Table 5.2. 

Complexity levels 1 to 4 includes the decision making nodes and two or three 

concurrent execution paths of the activities. Levels 5 to 9 include complex 

activity models which contain more than one fork & join nodes with two or 

more parallel paths. 
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Table 5.2:  Levels of complexity and the execution time in milliseconds 

Complexity 

Level
Type of nodes included Exec time in ms

Level 1 Decision nodes and activities 6.94

Level 2 Concurrent activities 9.52

Level 3 Multiple decision nodes 10.84

Level 4 Decision with concurrent activities 11.35

Level 5 Multiple fork & join 11.58

Level 6 Multiple decision nodes with concurrent activities 12.35

Level 7 Multiple fork & join with more parallel activities 12.60

Level 8 Multiple decision, fork & join, and merge nodes 13.38

Level 9 More than 5 fork & join 14.59

  

Figure 5.23: Complexity Vs execution time 

An activity model in complexity level 1 will be converted to source 

code in 6.94 milliseconds. The execution time for Level 2 is 9.52 ms, Level 3 

is 10.84 ms, Level 4 is 11.35ms, Level 5 is 11.58 ms, Level 6 is 12.35ms, 

Level 7 is 12.6 ms, Level 8 is 13.38 ms and Level 9 is 14.59ms. The analysis 

shows that the execution time slightly increases with the increase in the 
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number of concurrent paths in the activity model. Whenever the 

ActivityOCLKode finds a fork node in the diagram, it will create (n-1) threads, 

where n is the number of child nodes of the fork node. Tracing out each 

parallel path and update the source code accordingly steals some execution 

time. So, the execution time increases with the number of fork nodes. The 

analysis is shown in Figure 5.23. 

5.9 Conclusion 

This chapter presents the semantics for enhancing UML Activity 

diagram with OCL, in the form of meta models and operational semantics. The 

literatures related to the code generation from the UML Activity diagrams lack 

a formal semantic for enhancing the activity models with OCL.  

We have developed several metamodels for enhancing activity diagram 

with OCL and presented in this chapter. This gives a clear picture about how 

to incorporate OCL in UML activity diagram. The operation semantics 

proposed in this chapter explain how an OCL enhanced activity diagram 

works. The proposed algorithms give a proper guideline for the code 

generation from OCL enhanced activity diagram. To the best of our 

knowledge no other research outcome reported a precise algorithm for code 

generation from OCL enhanced UML activity diagram. 

ActivityOCLKode, the tool implemented based on proposed algorithm, 

provides a user friendly environment for the users to model the process flow 

based software systems. The evaluation of the tool shows the proposed method 

of code generation helps us to generate more than 83% code. When we add 

OCL with the activity diagrams, this raises up to 84.4%. The code, generated 

from OCL, is very crucial since it includes method definitions and the specific 

pre- and post conditions. Moreover, the time required for code generation 

based on the proposed method is 11.46 milli seconds (average) only.  
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The proposed code generation approach reduces the software 

implementation and documentation efforts. The use of OCL improves the 

percentage of code generated. The use of XML to save the models in text 

format improves the portability of the models. UML models, OCL and XML 

all are widely accepted and used in software industry and so the proposed 

method can be easily adapted to the software development process in the 

software industry. 
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6.1 Introduction 

Activity diagram can show the group of activities done by different 

objects in the system. We can specify which object is responsible for which 

activity. This is a unique feature of activity diagram compared to other 

behaviour diagrams like state chart diagrams. This feature, which is not 

exploited so far, is very much useful in automatic code generation. 

In this chapter, we define a method to fine tune the activity diagrams 

for improved code generation. We tried to associate activity diagram with 

sequence diagram to include object interactions in activity diagram. We 

introduced a formal method for this association. Even though activity and 

sequence diagrams are behavioural models, they model the system from 
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different perspective. First one is activity centric and the latter is object 

interaction oriented. If we put them together we can generate more complete 

source code because, activity diagram contributes to control flow and class 

definitions and sequence diagram contributes to method definitions and object 

interactions. 

The concepts like activity node, work flow, decision node are easy to 

implement, since there are built in programming constructs like method 

invocation statements, if...else statements, etc. When we consider more 

advanced and expressive features like fork & join nodes, the implementation is 

not so straight forward. We surveyed many research publications to find a 

method to handle concurrency (fork & join) in the activity diagrams. 

Unfortunately, we could not find any method/algorithm to do so. Hence, we 

formulated an algorithm to convert concurrent activities in the activity diagram 

to source code. In addition, we introduced algorithms for code generation from 

activity and sequence combined models. Our method gives a well defined 

algorithm for code generation which is lacking in other published works in this 

field of research.  

In this chapter, we use UML 2.0 activity & sequence diagrams for 

system design. We have evaluated our method by developing a tool called 

AutoKode. 

The main contributions of this chapter are as follows: 

• It provides formalization for associating activity diagram with 

sequence diagram. 

• It provides a method to generate control flow from activity diagram 

and method definition and object interactions from sequence diagrams. 

• It provides a better algorithm for code generation from activity and 

sequence diagrams. 
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6.2 Associating Activity Diagram With Sequence Diagram 

Associating activity diagram with sequence diagram will help us in 

code generation from activity models. In this section, we explain a method to 

associate activity and sequence diagrams for workflow modeling. The basic 

idea behind this is that all the control flow and data flows are depicted using 

the activity diagram and the method invocations (communication between 

objects) are depicted using sequence diagrams. Each activity in an activity 

diagram can be expanded using a sequence diagram. This will help us to 

include more details to the activity diagram. That is we have one activity 

diagram and many sequence diagrams associated with it as shown in Figure 

6.1. Each activity node in the activity diagram generates a method declaration 

and the corresponding sequence diagram generates the method definition as a 

sequence of method calls. The execution control flow will be based on the 

control flow in activity diagram.  

Figure 6.1: Associating activity diagram with sequence diagrams 

Formal definition for the association of activity and sequence diagrams 

is presented in section 2.1 and section 2.2 explains the mapping of the 

definition elements to the UML 2.0 Activity diagram meta model. 
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6.2.1 Formal definition for associating activity diagram with sequence 
diagram 

In this section, we formally define activity diagram and sequence 

diagram. The definition reveals the association between them. This formal 

definition shows the elements in activity diagram and sequence diagram that 

are considered for work flow modeling and collaboration modeling 

respectively. This formal definition is used in the algorithm for prototype 

generation, which is explained in the next section. In the earlier versions 

(UML 1.x), activity diagram had been considered as an extension of the state 

machine. As per UML2.0, it is considered as a graph [139, 103]. So we use the 

term Activity Graph to represent activity diagram in our definition. 

Formalization of Sequence Diagram: A sequence diagram, ��, is a 

tuple. It is a set of objects � and the interactions � between them. The 

interactions are through message passing. As Li [76] defines message, it has 

four main components – action, sender obi, receiver obj and sequence order of 

the message. The action can be of five types; synchronous message, 

asynchronous message, return, create and destroy. 
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 [� – objects, � – messages, obi – source object of class Ci, obj – target 

object of class Cj, action – method call, order- the sequence number of the 

message in the current sequence diagram, Ci and Cj are classes]. 

Formalization of Activity Graph : An Activity Graph, ����, is a hextuple 

which contains nodes �, edges �, events �, guard conditions 	, local variables 


�� and set of objects �. A node can be of two types, ActionNode ��� and 
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ControlNode ��. ��� includes action node, acceptEvent node, sendSignal 

node and CallBehaviorAction (���� node. The CallBehaviorAction node is 

used to represent a function call in the activity diagram. It is implemented as a 

call to a sequence diagram which details the function.
 �� includes initial 

node, actionFinal node, flowFinal node, decision node, merge node and fork 

and join node. 
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x x is an external event
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The Activity Graph, ����, contains callBehaviorAction nodes (���), 

which are associated with sequence diagram, since ��� is implemented using 

�	. In both ���� and �	, set of objects/actors 
 is common. 

6.2.2 Mapping of the definition elements to UML meta model 
The abstract syntax of ���� is shown in Figure 6.2. The Activity 

diagram (����) may contain many activities. The element Activity Diagram in 

the figure represents the ����. The mapping is shown in Table 6.1. ����

contains many activities. Each Activity is associated with an Object which is 

responsible for the activities to be done. There will be associated Events and 

variables. Each activity is composed of Activity Edges and activity nodes. 

Each activity edge can be either Control flow or Object flow. Each Activity 
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Node can be Control node, Object node or Executable node. Control nodes are 

initial node, final node, decision node, merge, fork or join. Executable nodes 

are the directly executable action nodes. The Call Behavior Action (���) node 

comes under executable node. The Value Specification associated with activity 

edge involves guard conditions, variable/object values, etc. 

Figure 6.2: Simplified Meta model of UML2.0  Activity Diagram 

Table 6.1: Mapping the formalization elements to Metamodel 

Element in Metamodel Components in Formalization 
Activity Graph ����

ActivityNode �

ActivityEdge �


Events �

ValueSpecification �


Variable #��

Objects 



ControlNode ��

ExecutableNode ����
���


6.3 Code Generation Process 

The prototype generation process includes four major steps. In the first 

step, the workflow of a system is modelled using activity and sequence 

diagrams. The OCL statements are included for adding finer details. In the 
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second step, the diagrams and OCL statements are checked for errors. In the 

third step, the diagrams and OCL statements are converted to XML files. In 

the final step, these XML files are converted to prototype of the system. This 

four step process of code generation is shown in Figure 6.3. 

The modeler gives the option to design a system using UML 2.0 

activity diagram and sequence diagram. The model processor does the parsing 

and modification of the object tree. The XML generator regenerates the XML 

document which contains the modified data. Transformation Engine includes 

Activity Diagram Transformer and Sequence Diagram Transformer. The 

Activity Diagram Transformer transforms the activity diagram to the 

prototype. It is subdivided into three parts; AD parser, AD prototype generator 

and the transformation rules. The AD parser takes the input as the XML files. 

It will be parsed to get the details of the activity diagram. These data will be 

given to the prototype generator.  

Figure 6.3: Code Generation process 

The AD prototype generator applies transformation rules on the 

activity diagram data to get the prototype. Since the sequence diagrams have 
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been attached to the activity diagram, the prototype generation will not be 

independent. It has to refer to the sequence diagram details and should be 

merged with the prototype. The AD prototype generator sends the sequence 

diagram reference, which has been used in the workflow modeling, to the 

Sequence Diagram Transformer.  

The corresponding sequence diagram tree will be traced out and parsed 

by the SD parser. The SD parser takes the XML document of the sequence 

diagram as input. The SD prototype generator generates the method definitions 

based on the sequence diagram and its transformation rules. The prototype 

generators (AD prototype generator and the SD prototype generator) use the 

algorithms which are given in the next section for code generation.  

6.4 Code Generation Algorithm 

The prototype generation algorithm, Am_To_Prototype, takes the 

object tree of activity graph (����) and sequence diagram (�	) as input and 

the output is the prototype � of the activity model (AM). We use the term 

activity model (AM) to refer to the combination of activity and sequence 

diagram. It generates one Main class and one class for each type of object 

present in ����. Main class includes a main() method which initiates 

execution. This algorithm uses two sub procedures, Excecution_Logic and 

Method_Body. Excecution_Logic is used to implement the main() method in 

the Main class. Method_Body is used to implement the definition of all 

methods in ����.  

The classes generated after Am_To_Prototype is shown in the Figure 

6.4. There will be one main class, say the Context class and other associated 

class corresponds to each object present in the work flow. 
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Figure 6.4: Class diagram generated from Am_To_Prototype for Figure 6.7 

6.4.1 Algorithm Am_To_Prototype 
Am_To_Prototype algorithm first creates a java package with the name 

of the activity diagram. It applies Depth First Search on ����
to visit all nodes 

in the activity graph. A method declaration will be added whenever a new 

action node is visited. It checks each node in the ���� and identifies all action 

nodes and writes the method declaration for all those action nodes. If there is 

any callBehaviorAction node, then call the subroutine Method_Body. The 

algorithm identifies currently active object, ca_obj and its type. The active 

objects will be fetched from the XML document of ����. If no class exists 

corresponding to the object, then a class will be created. Otherwise the existing 

class will be updated with the method declarations and added to the prototype 

�. The search stops when all nodes have been visited. A main class will be 

created and embed a main() method in it. Then call Excecution_Logic

subroutine to implement the main() body. The generated class diagram can be 

edited to add attributes in the classes.  
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Algorithm 6.1  Am_To_Prototype 

Input : Object tree of ����
and
�	
Output : Prototype �

 1: create a Java package with the name of ����

 2: perform Depth First Search on ���� by keeping initialNode as the 
 starting vertex. 
  2.1 visit next node �

  2.2 identify the currently active object, say ca_obj and its type, 
   say �

  2.3 check whether class � exists in �. 

  2.4 if no, add class � to �

  2.5 if (�
= =
��) 
   add method declaration of nodeName() to class �

  2.6 else if (�= = ���) 

   call subroutine Method_Definition(ca_obj�
 ��
 ��
 �	�


 
 
 �) 
  2.7 Repeat steps 2.1 to 2.6 until all nodes have been visited 
3: Add a Main class to �

4:  write first line of main() method of Main class to �

5: call subroutine Excecution_Logic(�����
 ��
 main, main, initialNode) to 

define main execution logic of the system 
6:  return
�

6.4.2 Algorithm Excecution_Logic(
	��, �, parentThread, 
currentThread, start) 

The Excecution_Logic algorithm generates the execution logic from 

����. It converts each node in the ���� to its corresponding programming 

statements. It considers activity nodes, decision nodes, fork, join, etc., for 

conversion. The overall ���� is traversed in depth first search manner starting 

from the initial node. When it is an action node, corresponding method will be 
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called using the currently active object. The ‘if statement’ will be generated for 

the corresponding decision nodes.  

Figure 6.5:  Sample fork and join nodes 

Fork and join are handled in a different manner. Fork starts some sub 

threads at that point of execution. Each thread should run concurrently. If fork 

node has two child nodes one sub thread should be created and started there. 

Out of two child nodes, one will be the current node itself and the second one 

is the sub thread.  

See Figure 6.5 for sample fork-join segment in an �����
Suppose T1 is 

the current thread and it calls method A(). Then it reaches a fork node. Fork 

node has two child nodes and one of them is T1 itself and the other one is T2 

which is a sub thread of T1. All actions coming under T1 will belong to main() 

method if T1 is the main thread. Otherwise it will belong to the run() method 

of Thread class. Whenever a new thread is generated it is named after its 

parent thread suffixed with t1, t2, etc. If T1 is the main thread, then T2 will be 

named as main_t1. These thread names will be pushed to stack for future use.  

The segment of AG�� between fork and join node is treated separately. 

Excecution_Logic() method will be called recursively for each thread between 

a pair of fork and join. For Figure 6.5, Excecution_Logic() will be called for 

T1 and T2 after the fork node.  
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When a join node is encountered by the parent thread (here it is T1), it 

will just return the recursion. If it is a sub thread, a currentThread.join() 

statement needs to be added in the parent method. When T2 reaches the join 

node it adds main_t1.join(); statement to the main() method (assume T1 is the 

main thread. If T1 is not the main thread, then the main_t1.join(); statement 

needs to be added to the run() method where threadName=name of T1. All 

these updates will be added to the prototype �. when the search reaches the 

actionFinal node, the algorithm returns with the updated prototype �. The 

Excecution_Logic algorithm is given below. 

Algorithm 6.2  Excecution_Logic(�����
��
parentThread, currentThread, start) 

Input� �� ��������
�������	���
��
�������	���
��������
Output� �� Updated���

Perform�*	#�
�First�Search���������by keeping�������as�starting��	��	=�

���� �������	=�����	���
���� ��	���-"�����	��
"������	��45	������<�45���
���� �-�����������

������	��	�����	�	�����<�45����������	��&��
2���	������������-�����	��(
�	���C����C�
��
	�2��	�2���	�����������	�
���2
	�	�

�
�	�����	�����	��(
�	���
+��� 	
�	��-��������	��������

+���� ��	��	���-�1���������������$�����	�	����
2���	������������-�����	��(
�	���C����C�
��
	�2��	�2���	�����������	�
���2
	�	�

� �
�	�����	�����	��(
�	���
+��� 1�������	#���

.��� 	
�	��-�������-��0��

� � .��� �������
	����4	���-��
�
�����	�����"����
� � .��� 2
�
	����D�����

��������� .���������	��	������������
�	���2��
����	�#��	��(
�	���<������
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� � 2���	������������-�����	��(
�	���C����C�
� � ��
	�2��	�2���	�����������	�
���2
	�	�� �

� � �
�	�����	�����	��(
�	���
.����� #��
�#��	��(
�	��<����������0�
.����� �	��	�	�����4"���

.��� ��-������	��(
�	�����E����C��
.������� ;�

�?=�	������<��1���������������	��(
�	����
� ����	��(
�	��������	��F��0���	��
.����������#���4��
�	����-��������0�������

�
� ?=�	������<��1�����������

� ����	��(
�	���#��	��(
�	��<��������	��F��0���	��
� ��

�����0����	�#�"�

.�+� ?
�	��-�����	��(
�	���G�E����C��
� .�+��� ;�

�?=�	������<��1���������������	��(
�	����
����	��(
�	��������	��F��0���	��

.�+��� ����-"��������	�
������(
�	����
����

.�+��� ������-��
�	�����	��#��	��(
�	��<��� ���
����	�	�������������	�
���
.�+�+� ��

�?=�	������<��1����������������	��(
�	����
� #��	��(
�	��<��������	��F��0���	��

/��� 	
�	��-��������5�����
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�	����
� �	�����
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� � �	�������

6�� 9	#	�����	#�������3�����
��

����	��
��	�4		�������	��
8��� �	�����

 6.4.3 Algorithm Method_Body (ca_obj, �, T, ��, �) 

Figure 6.6: A sample sequence tree. 

The Method_Body algorithm takes current node, currently active 

object, its class � and sequence diagram tree as input and returns the modified 

prototype �. Sequence diagram tree is nothing but a tree which is constructed 
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[104] using object nodes and message flow edges [76]. The �	 tree gives a 

tree representation of the sequence diagrams. This tree representation allows 

the traversal through the sequence diagram and it is essential when we 

automate the sequence diagram implementation process. 

Each node in the �	 tree is the objects that are parts of the 

collaboration model. Edges represent the messages. The root of the tree will be 

the object which initiates the collaboration. For instance, there are four objects 

in a collaboration, say :Customer, :ATM, :Network and :Bank as shown in 

Figure 6.6. :Customer initiates three message sequences. It is shown as three 

edges from the customer object. The receiver of the messages is shown at the 

other end of the edge. For example, the receiver of msg1() is :ATM. It is given 

as the end node of the first branch from :Customer. The message msg1() gets a 

return value from :ATM, so that sequence (path in tree) ends at :ATM. Each 

path in the tree ends when it reaches a node which gives a return for the 

instantiating message. This tree helps to show the synchronization between 

messages. 

The Method_Body algorithm defines the function related to the current 

activity node � in the activity graph and it will be added to the prototype �. 

First of all, search the �	 tree to find a node with the name of the current 

object. The number of child nodes will be counted, if the current object is 

found in the tree.  Each edge to the child node is converted to a method 

invocation statement. It is done for all child nodes and in the order of the 

message. The Method_Body algorithm is given below. 

Algorithm 6.3  Method_Body (ca_obj, N, T, �	, �) 

Input  :  current active object, current activity node, T, �	, �

Output  :  method body 

���� H���	�-�����
��	��-��	�
����	-������������T�������	���	���� ��������
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��		�
6��� 9	#	�����	#��+����3�����
�������4	���	��:�
8��� ;
��	��
	��	�
����	-��������

  10:  return 

The working of these algorithms is demonstrated using a case study in 

the next section. The operation of a bank ATM is taken as the case study.  

6.5 ATM Case Study 

Consider the work flow of an ATM machine. Figure 6.7 gives a simple 

activity diagram for ATM transaction. It includes four activities and one 

decision making. The four activity nodes cause the generation of four method 

declarations, say, login(), withdraw(), updateBalance() and eject() in the class 

Atm. The activities login and withdraw are expanded using sequence diagrams. 

These sequence diagrams will fill up the definition of the methods login() and 

withdraw(). 

The activities inside login are described in the sequence diagram. It 

includes PIN verification (verifyPIN() ), validation and verification of the 

account with the bank network. The sequence of interactions is shown as 

method calls. The activity withdraw is shown in the second sequence diagram. 

It includes the selection of the service from the choice menu, verifying the 

feasibility of the transaction, issue of receipt, etc. 

In short, the case study presented here contains one activity diagram 
(����) and two sequence diagrams (�	) to elaborate the login( ) and 

withdraw( ) functionalities. The object tree of ���� and �	 are the inputs to 
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the algorithm Am_To_Prototype. The following paragraphs show how the 
algorithms convert the ���� and �	 to the prototype. 

Figure 6.7: ATM Transaction 

Code generated by algorithm  Am_To_Prototype 

The algorithm, Am_To_Prototype, will create a package called ATM 

since ���� is named as ATM. Perform DFS on ����. Visit Login node. 

Create a class, Atm, for the current object and add to the package ATM. Call 

subroutine Method_Body( ) to generate the method definition of Login( ). 

Visit next nodes and call subroutine Method_Body( ) to generate the method 

definition of withdraw( ). Add a Main class to the package ATM. Call 

subroutine Excecution_Logic( ) to generate the definition of main( ) function. 
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/* ========= Generated  Code ================= */ 
 /* creates package*/ 
 package AM.myPrototype.ATM; 
 /* class definitions*/ 
 public class Atm 
 {  boolean login(PIN);    

void withdraw(); ��
void updateBalance(); 

  void ejectCashNCard(); 
 } 
 /* Define Main class */ 
 Public Main 
 { 
  /* variable declarations*/ 
 } 

/* =================== Code Ends ================= */ 

Code generated by algorithm Method_Body 

The subroutine, Method_Body(), will be called twice to generate the 

definitions for login( ) and withdraw( ). For login( ):- Creates definition of 

login(). Search �	 tree to find the node with name atm. Identify all messages 

originating from atm. There is only one message verifyPIN( ) and prepare a 

function call statement with the receiver of the message (here it is 

transaction). Similar processing is done for the function withdraw( ).  

/* ========= Generated  Code ================= */ 
 /*Method definition for Atm:: login( ) */ 
 boolean login(PIN ) { 
  transaction.verifyPIN(PIN ); 
 } 
 /*Method definition for Atm:: withdraw( ) */ 
 Atm:: withdraw( ) { 
  transaction.selectService( ); 
  transaction.anotherTransaction( ); 
} 

/* =================== Code Ends ================= */ 
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Code generated by algorithm Excecution_Logic 
  

The subroutine, Excecution_Logic(), generates the definition of main() 

function. The ���� is traversed in Breadth First Search manner and find out 

each node and interprets accordingly. The only object active here is atm. So, 

all the action nodes are called with the object atm. For decision making, the 

guard conditions are checked and true/false paths are traversed. There can be 

nodes of type action node, initial and final nodes, decision node, fork/join 

nodes, call behaviour action nodes, etc. 

/* ========= Generated  Code ================= */ 
 /* main () method definition */ 
 Main :: main(String arg[]){ 
  dn_1=atm.login(PIN ); 
  if(dn_1){ 

atm.withdraw();    
 atm.ejectCashNCard(); 

  } 
  else 
  { exit(0); } 
 } 
 /*Method definition for Atm:: withdraw( ) */ 
 Atm:: withdraw( ) { 
  transaction.selectService( ); 
  transaction.anotherTransaction( ); 
 } 

/* =================== Code Ends ================= */ 

To make the description simpler, we omitted the codes that are generated 

to declare the variables and objects. The additional codes for constructors and 

destructors also remain hidden in this description.  

6.6 Comparison with Related Works 

Focus on work flow automation. Code generation from UML models is 

an interesting research area. However, few works [53, 143] focus on work 
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flow automation. Most of the research works in code generation focus on class 

diagrams and state machines [29, 49, 55]. We focus on activity diagrams to 

model work flow. We propose a method to automate work flow/ process flow. 

We have presented a formal definition for the activity models (work flow 

models) and collaboration models which reveals the association between the 

two. The formal definition helps us to device an algorithm to generate 

software prototype from the UML models. 

Prototype generation process. Our work presents a precise description 

of the prototype generation process. The prototype generation process is 

enriched with a detailed algorithm based on the formal definitions of AM and 

CM. Even though few research works [29, 53, 90, 139] give a minimal 

description of the code generation process, very few works [107] present an 

algorithm for prototype generation. To the best of our knowledge, no 

algorithms are reported for code generation that associates AM and CM. We 

have presented an efficient algorithm for prototype generation in our work, 

bearing time complexity O (|E|), where E is the number of transitions in the 

activity diagram. The algorithm works in the depth first search fashion and 

hence holds the same time complexity. 

Degree of automatic code/prototype generation. When we develop a 

software using object oriented concepts, it includes class declarations, method 

definitions and the instructions to show control flow. Many of the research 

works in the field of code generation support automatic generation of class 

declarations [29, 139]. Some of the research works produce class declaration 

as well as a part of the method definitions [53, 70, 107, 150]. Few research 

works provide methods to implement class declarations, control flow and part 

of the method definition [143, 90]. Still, the code generation of method (or 

function) definitions remains incomplete. In our work we propose a method to 

implement method definitions with the help of activity diagram and sequence 

diagram.   
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Table 6.2 gives a summary of the comparison with the related works. 

Considering the degree of automatic prototype generation, we could find that 

our method has a clear advantage over existing research works. Our method 

generates class declarations along with the method definitions, preserving the 

control flow of the system. Concurrency in activity models is not considered in 

other publications for code generation. 

6.7 Conclusion 

The UML activity diagrams help us to generate the source code for the 

control flow in the system, since it describes how use cases are achieved by 

providing conditions, constraints and sequential & concurrent activities. The 

object interactions cannot be generated from the activity diagrams. So, in this 

chapter we proposed a method to associate UML activity diagram with 

sequence diagrams to improve the information contained in the activity 

diagram and thereby improve the generated source code.  

We presented a new method to generate Java code from workflow 

models, which is represented as a set of UML activity diagrams and sequence 

diagrams. We defined activity diagram and sequence diagram formally which 

proves the association among both the diagrams. This formal definition helped 

us to formulate a precise algorithm for code generation. To the best of our 

knowledge, no other reported research outcome provides both the formal 

definition and the precise algorithm for code generation combining object 

interactions and activity. 

The proposed algorithms deal with concurrency in the activity diagram 

which is a big step in research in this area. The algorithms have been 

implemented, AutoKode, which automatically generates Java source code 

from the workflow model of a system. Our method ensures more than 80% of 

completion of the prototype of the system. Since we associate activity models 
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with collaboration models we are able to handle object interactions and are 

able to generate more complete source code automatically. 

Comparison with the related works shows that our approach provides a 

new method to associate the activity diagram with sequence diagram which 

improves the quantity and quality of information included in the activity 

model. Our method provides a new method for work flow automation with the 

help of a formal definition for activity diagram and sequence diagram 

association and an efficient algorithm which can deal with concurrent 

activities in the system models. The degree of automatic prototype generation 

is better than other related works since our method produces complete class 

definition, method definition and control flow considering object interactions. 

Our method will be suitable for current and future software development 

scenarios since we use MDA approach and supports UML 2.x and machine 

independent language Java. 
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7.1 Introduction 

A software system can be modeled using class diagrams, state chart 

diagrams and activity diagrams. Software system consists of communicating 

objects. Each object has its own state transition diagram. State diagram listen 

for events and act accordingly. The interesting part is that these diagrams can 

contribute much to the automatic code generation. The system modeled using 

these three diagrams can be translated to implementation code using code 

generation tools. Class diagrams help us to generate structural codes and the 

other two diagrams help us to generate behavioral codes. Out of these three 

diagrams, UML state chart diagrams are most popular standard for embedded 

system design [135] and event driven system modeling [75, 137, 44, 136, 39]. 

This chapter concentrates on state machines since it can generate 100% code 

out of simple state chart diagrams.  
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In this chapter we present a method to convert hierarchical states, 

concurrent and history states to Java code. In our method, we follow a design 

pattern based approach. A design pattern gives the overall implementation 

outline using a class diagram [12, 140]. The surveys on code generation from 

state machines [27] show that the research outcomes are not giving an 

effective method to implement the concurrent states. We present a design 

pattern to implement the state hierarchy, concurrency and history state.  

The main contributions of the chapter are as follows: 

• It presents an easily understandable and reusable design pattern for 

state machine implementation. 

• The design pattern is expandable and is able to handle hierarchical 

states. 

• It gives an effective method to implement composite states with 

parallel regions in object oriented way. 

• It presents a simple method to keep shallow and deep history in a state 

machine 

A state machine can be defined as a graph of states and transitions [62, 

43]. State chart diagram may be attached to classes, use cases and 

collaborations to describe the dynamics of an individual object. It models all 

possible life histories of an object of a class. Any external influence to the 

object is called as an event. The response to the event may include the 

execution of an action and transition to a new state. Events may have 

parameters that characterize each individual event instance. Inheritance and 

concurrency can be modeled in state machines. A sample state chart diagram is 

shown in the Figure 7.1. 
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Figure 7.1: State chart essentials 

The commonly used features of a state chart diagram are listed as state, 

transition, event, guard, entry action(s), exit action(s), transition action(s) and 

internal action inside state 

The state of an object is defined as a time period in its life. During this 

period, the object may wait for some event, or it may perform some activity. 

There can be named states as well as unnamed (anonymous) states. The 

transition is the response of the object to an event occurrence. Transition will 

have an event trigger and a target state. It may include a guard condition and 

an action. There can be different types of transitions like, entry action, exit 

action, external transition and internal transition. A Guard condition is a 

Boolean expression which is evaluated when a trigger event occurs. If the 

expression evaluates to true, then the transitions occurs. An action is an atomic 

computation which can be a simple assignment or arithmetic evaluation 

statement. It can also be a sequence of simple actions. The Entry and Exit 

actions exist in composite states which contains nested states. Entering the 

target state executes an entry action and when the transition leaves the original 

state; its exit action is executed before the action on the transition and the entry 

action on the new state. 

The composite state may contain sequential states (OR type states), or 

(and) concurrent states (AND type states). The concurrent states form 
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orthogonal regions in the composite states. The states in two orthogonal 

regions are concurrent states. For example, in Figure 7.1, state B is a 

composite state which contains two orthogonal regions. In one region, there 

are two sequential states B1 and B2 and in the other region there are two states 

B3 and B4. The existence and execution of state B3 and B4 is independent of 

that of states B1 and B2. In other words, states B3 and B4 are concurrent with 

states B1 and B2.  

In this chapter, we discuss how these elements can be represented in an 

object oriented program. We assume that the source code has to be generated 

automatically from the state chart diagram with the help of some CASE tool. 

The following section examines different methods to map the state chart 

diagram to program constructs. 

7.2 Implementing Hierarchical, Concurrent And History 
States 

In design pattern based approach, each state of the system (or object) is 

implemented as a class. If the object has three states, then there will be 3 

classes, representing each state, in the implementation. Generalization is 

applied when there are hierarchical states (composite states). For example in 

Figure 7.2, state A is a composite state. It contains two sub states B and C. So 

there will be three classes A, B and C. In the implementation pattern they 

appear as in Figure 7.3. The sub states B and C share the properties of the 

super state A. So, inheritance (generalization) is the best choice to implement 

the state hierarchy. 

There can be composite states with orthogonal regions. For example, in 

Figure 7.4 we can see, state A contains 2 sub states B and D. So the 

implementation contains three state classes, class A, class B and class D. The 

super state and sub states are implemented using generalization as in Figure 
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7.5. This generalization can only show that A is a super state and B and D are 

the sub states. Another important property of the sub states is not addressed 

here. It is the concurrency between the sub states. State B belongs to one 

region and state D belongs to another region. That means the existence of state 

B is independent of that of state D. The state transitions of the state in the 

orthogonal regions are independent of each other, or in other words, they are 

concurrent.  

To implement the concurrent states, we defined a base class called 

OrthogonalProperty. According to our new approach, every composite state 

class has to inherit the properties of the OrthogonalProperty class as in Figure 

7.6. The OrthogonalProperty class has two class has two methods to set the 

number of regions and to execute the sub transistions. 

Each composite state has two important attributes to store the number 

of regions as well as the active sub states. The number of orthogonal regions in 

the composite state will be stored in the attribute no_of_regions. The active 

sub states will be registered in the sub state array named as sub_states [ ]. If 

there are two orthogonal regions, then there can be a maximum of two active 

sub states. As the number of regions increases, the entries in the sub state array 

increases. Now, the sub state transitions are implemented based on the sub 

state array. Whenever there is a transition between sub states, the sub state 

array will be updated with the new target sub state. 

Figure 7.2:  Composite state A with two 
sub states  

Figure 7.3: Implementation Pattern of the 
composite state A 
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Figure 7.4: Composite state A with two 
orthogonal regions 

Figure 7.5:  Implementation of the composite 
state A 

Figure 7.6:  Implementation Pattern of the composite state A with orthogonal regions 

Next task is to implement history states. There can be two types of 

history; shallow and deep. Deep history gives the inner (nested) states that 

were active previously and the shallow history gives the outer state which was 

active previously. According to the above pattern for orthogonal state, the 

active state (outer state) is managed by context class and the nested states are 

managed by the composite class. So it is easy to maintain the shallow history 

in Context Class and the deep history in CompositeState class.  

7.3 Design Pattern for Hierarchical, Concurrent and History 
 States 

In this section, we present the design pattern for implementing the 

UML state chart diagram. In our previous work [121] we have presented a 

design pattern for concurrent and hierarchical states. Another important feature 
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of state diagram, the state history, is incorporated in the new pattern, named as 

“Template HHCStateMachine”, as shown in Figure 7.7. As per Gamma [37] 

giving name to a design pattern will help us to refer to the pattern frequently. 

The pattern gives a simple and easy to use method for state chart 

implementation using object oriented concepts.  
   

Figure 7.7:  The proposed design pattern “Template HHCStateMachine” for state machines 

The states and events in a system are implemented as classes in the 

pattern. There will be events in the system that may or may not change the 

state of the system. State changing events should initiate state transition. All 

these terms are included in the StateMachine class which is a blue print of 

every state machine. 

The ContextClass is the class which represents the actual system to be 

implemented. The currently active state and the shallow history are maintained 

as the attributes of this class. It has an event dispatch function. This method is 

used to delegate the events to the corresponding state classes.  

State hierarchy is represented using inheritance of state classes. The 

pattern defines an abstract class called State which acts as the base class for 

deriving the states in the system. Each state in the system is defined as a 
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derived class of State class. If there is a composite state, all the sub states will 

be implemented as the derived class of the composite state class. It keeps the 

semantics of composite state in UML state chart diagram. According to UML, 

the sub states have the properties of the composite (outer) state. This property 

can be satisfied by the use of inheritance to derive the sub state classes. 

Another important feature of the state chart diagram is parallel regions 

inside the composite states. The pattern defines a special class called 

OrthogonalProperty which captures the features of parallel regions in the 

composite state. It sets the number of regions using the methods setRegions(). 

The transition between sub states is implemented using the method 

subTransitions(). 

Table 7.1: Mapping State machine elements to program constructs 

State Machine Element Program Construct 
State State Class

Transition Method in StateMachine class

Event Events class

Entry / Exit Actions Method in State class

Internal Action Method in State class

Hierarchical States Hierarchy of State classes

Concurrent Transitions Method in the OrthogonalProperty class

Shallow History Attribute in ContextClass 

Deep History Attribute in CompositeState class

The CompositeState class maintains the properties of the composite 

states with or without parallel regions. It has three main attributes; 

no_of_regions, sub_states[ ] and deepHistory. In a composite state there can be 

one or more regions. It is stored in the first attribute. If there are multiple 

regions in a composite state, there will be parallel states. These states which 

are active simultaneously are stored in the second attribute. Before state 

transition, the old state is stored in the third attribute. The deepHistory[ ] stores 
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the inner states which were active previously. Hence, concurrent states and 

history are maintained using the CompositeState class.  

The mapping of the state machine elements and the Object Oriented 

Programming constructs is shown in table 7.1. 

The skeletal code structure of the pattern is as follows. It includes the 

classes for Events, State, StateMachine, ContextClass, OrthogonalProperty 

and CompositeState. 

public class Events { 
    public void setSignal(){ 
    } 
} 
public class State { 
    public void dispatch(ContextClass cc, Events e){ 
    } 
} 
public class StateMachine{ 
         public void transition(State target){ 
    } 
} 
public class ContextClass extends StateMachine { 
     State activeState;  
     State shallowHistory; 
    public ContextClass () { 
    } 
    public void init(){ 
    } 
    public void dispatch(Events e) { 
    } 
} 
public interface OrthogonalProperty { 
       public void init(); 
       public void subTransition(int region, State target); 
       public void setRegions(int no_of_regions ); 
} 
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public class HistoryState extends State{   
      public void restoreHistory(){…} 
      public void updateHistory(){…..} 
} 
public class CompositeState extends State implements OrthogonalProperty{     
 int no_of_regions; 
       State[] sub_states; HistoryState[] deep_history; 
    public void init(){ 
    } 
    public void subTransition(int region, State target) {…………   } 
    public void dispatch(ConetxtClass context, Events e) {…………  } 
    public void setRegions(int no_of_regions) { 
             ………………………….     }     
} 

Next section presents a case study to demonstrate the implementation 

of the design pattern “Template HHCStateMachine”. Different states of an 

alarm clock are taken as the case study here.  

Table 7.2:  State transition table of the alarm clock 

Current 
State Sub State Events [guard] next state

clockON timekeeping TICK  timekeeping 
 SWITCH_OFF  clockOFF 

alarmON TICK curr_time = 
alarm_time alarmON 

SWITCH_OFF  clockOFF 

ALARM_SET  alarmON 

ALARM_OFF  alarmOFF 
alarmOFF ALARM_SET  alarmOFF 

ALARM_ON  alarmON 

SWITCH_OFF  clockOFF 
clockOFF  SWITCH_ON  clockON 

7.4 Implementing Alarm Clock  

We consider the case of an alarm clock. The clock can be in ON state 

or OFF state. When the clock is ON it can be in two modes simultaneously, 

timekeeping mode and alarm mode. There are six events in the alarm clock; 
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TICK, ALARM_ON, ALARM_OFF, SWITCH_ON, SWITCH_OFF and SET. 

TICK is the advancement of time in seconds. ALARM_ON is to switch on the 

alarm and ALARM_OFF is to switch off the alarm. SET signal is used to set 

the alarm time. SWITCH_ON and SWITCH_OFF signals are used to switch 

on and switch off the clock respectively. When clock is off, the SWITCH_ON 

event changes the clock state to clockON state.  

Figure 7.8: UML state diagram representing the Alarm Clock 

In the ON state, by default, the clock will be in timekeeping and 

alarmOFF state. The state changes are shown in Table 7.2. The state diagram 

of the alarm clock is shown in Figure 7.8. The implementation pattern of the 

Alarm clock is shown in Figure 7.9. 
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The implementation of the AlarmClock has 6 state classes. The context 

class here is the AlarmClock. It uses the Events class and the State class for 

setting the state of the system and event dispatching. The initial state is set to 

TimeKeepingState and AlarmOff. Whenever an event encounters the 

corresponding event handling function will be called by using the run time 

polymorphism.  Whenever the system enters the composite states, the init() 

function of the class has to be invoked. So this function call is included in the 

transition function. 

Figure 7.9:  Implementation Pattern for the alarm clock 

public class AlarmClock extends StateMachine { 
……………………………………………………. 
……………………………………………………. 
……………………………………………………. 

public static ClockOnCompoState clockOn=new ClockOnCompoState(); 
    public static ClockOff clockOff=new ClockOff();      
    public AlarmClock(int hr, int min, int sec) 
    {   curr_time_hr=hr;         curr_time_min=min;         curr_time_sec=sec;     
} 
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    final public void init(){     m_state=clockOff;         tran(m_state);     } 
    final public void dispatch(ClockEvents e) 
    {              m_state.dispatch(this, e);     }
    final public void tran(ClockState target){ 
        shallowHistory=m_state; 

        m_state=target; 
        if(m_state==clockOn) 
        {    flag++; 
            if(flag==1)             {   clockOn.initCompo();} 
            else             { clockOn.restoreHistory();} 
        }} 
     …………………………………………………….  } 

The clockOn state is a composite state. It contains two parallel regions; 

one for time keeping and the other for alarm. It is implemented as 

ClockOnCompoState. It also implements the sub transition function and 

history restoring function along with the event dispatch function.  

public class ClockOnCompoState extends ClockState implements 
ClockOrthogonalProperty{ 

……………………………………………………. 
…………………………………………………….  

    public void initCompo() 
    { 
        deepHistory[1]=timing; 
        deepHistory[2]=alarmoff; 
        subTransition(1,timing); 
        subTransition(2,alarmoff); 
    } 
    public void subTransition(int region, ClockState target) 
    { 
        deepHistory[region]=sub_states[region]; 
        sub_states[region]=target; 
    } 
     public void dispatch(AlarmClock context, ClockEvents e){ 
        int i=0; 
        for(i=1;i<=no_of_regions;i++){ 
            sub_states[i].dispatch(context, e); 
        }     } 
} 
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The clockOff state receives only SWITCH_ON event which causes stat 
transition to clockOn state. It is implemented in the class ClockOff.  

public class ClockOff extends ClockState{ 
    public void dispatch(AlarmClock context, ClockEvents e){ 
         switch(e.signal){ 
             case SWITCH_ON :   {context.tran(AlarmClock.clockOn);break;} 
         }  }  } 

During alarmOff state, the clock receives ALARM_SET, ALARM_ON 

and SWITCH_OFF events. It is implemented as AlarmOffState class. The 

alarmOn state is implemented as AlarmOnState class. It accepts TICK, 

ALARM_SET, ALARM_OFF and SWITCH_OFF events. 

ALARM_ON causes sub transition to alarmOn state. During TICK 

event, the current time is matched with alarm time and if matches it generates 

alarm sound. ALARM_SET event prompt the user to enter the alarm time. 

ALARM_OFF event causes sub transition from alarmOn state to alarmOff 

state. 

public class AlarmOffState extends ClockOnCompoState{ 
       Scanner sc= new Scanner(System.in); 
   public void dispatch(AlarmClock context, ClockEvents e){ 
         switch(e.signal){ 
         case ALARM_SET       :   { System.out.println("Enter Hr : "); 
                                 context.alarm_time_hr=sc.nextInt(); 
                                  System.out.println("Enter Min : "); 
                                 context.alarm_time_min=sc.nextInt(); 
                                 System.out.println("Enter Sec : "); 
                                 context.alarm_time_sec=sc.nextInt(); 

System.out.println("Alarm Set to ---> 
"+context.alarm_time_hr+":"+ 
context.alarm_time_min+":"+ 
context.alarm_time_sec);             break;} 

   case ALARM_ON       :   {super.subTransition(2, alarmon);break; } 
   case SWITCH_OFF  :   { context.tran(AlarmClock.clockOff);break;   }     
}     }   } 
public class AlarmOnState extends ClockOnCompoState{ 
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    Scanner sc= new Scanner(System.in); 
   public void dispatch(AlarmClock context, ClockEvents e){ 
         switch(e.signal){ 
case TICK       : {                      
if((context.curr_time_hr==context.alarm_time_hr) 
&&(context.curr_time_min==context.alarm_time_min)&&
(context.curr_time_sec==context.alarm_time_sec)) 
                            {  java.awt.Toolkit.getDefaultToolkit().beep(); } 
                            break;} 
   case ALARM_SET       :   { System.out.println("Enter Hr : "); 

                           context.alarm_time_hr=sc.nextInt(); 
                                   System.out.println("Enter Min : "); 

                                context.alarm_time_min=sc.nextInt(); 
                  System.out.println("Enter Sec : "); 
                                   context.alarm_time_sec=sc.nextInt(); 

                              break;} 
   case ALARM_OFF    :   {   super.subTransition(2, alarmoff);break; } 
   case SWITCH_OFF  :   {  context.tran(AlarmClock.clockOff);break;}      
}     }   } 

The timekeeping state is implemented as TimeKeepingState class. This 

state is a sub state of the clockOn state. So, the TimeKeepingState is inherited 

from ClockOnCompoState. This class handles two events ; TICK event and 

SWITCH_OFF event. TICK event advances the clock time by one second. 

SWITCH_OFF event causes the state transition to clockOff state. 

public class TimeKeepingState extends ClockOnCompoState{ 
    @Override 
    public void dispatch(AlarmClock context, ClockEvents e){ 
         switch(ClockEvents.signal){ 
               case TICK       : { AlarmClock.curr_time_sec++; 
                            if(AlarmClock.curr_time_sec==60) 
                            {  AlarmClock.curr_time_min++; 
                                AlarmClock.curr_time_sec=0; 
                                if(AlarmClock.curr_time_min==60) 
                                {   AlarmClock.curr_time_hr++; 
                                    AlarmClock.curr_time_min=0; 
                                    if(AlarmClock.curr_time_hr==13) 
                                    {   AlarmClock.curr_time_hr=0; 
                                    }     }   }      break;} 
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        case SWITCH_OFF  :   { context.tran(AlarmClock.clockOff); 
                                break; } } } } 

The history state is implemented as HistoryState class includes a 
restoreHistory() function which restores the previous state of the Alarm Clock. 

public class HistoryState extends ClockState{ 
    public void restoreHistory(ClockOnCompoState compo) 
    {  compo.sub_states[1]= compo.deepHistory[1];     
        compo.sub_states[2]= compo.deepHistory[2];    
    } } 

Figure 7.10:  Architecture of code generation from state models 

7.5 The Code Generation Process 

The proposed pattern is saved in the pattern library. This pattern library 

is used during code generation. The code generation process includes the 

system modeling in UML state chart diagram, generation of XML for the 

model, parsing XML and then generating code. The process of code generation 

is depicted in Figure 7.10.  

The representation of the state chart diagram is based on State Chart 

extensible Markup Language (SCXML) [6]. Based on SCXML, the tags 

<state>, <transition>, <onentry>,  <onexit>, <initial>,   <final>, <parallel>, 

and <history> are used to represent the states, transitions, entry condition, exit 

condition, initial state, final state, parallel states, and history states 

respectively. For example, a state with two transitions is given below.  
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<state id=s"> 
   <transition event="e" cond="x==1" target="s1"/> 

   <transition event="e" target="s2"/> 
</state> 
In state ‘s’, if an event ‘e’ occurs and the condition ‘x==1’ is satisfied 

the state will take transition to state ‘s1’. If the condition is not satisfied, the 

state will take a transition to the state ‘s2’. The parallel states are represented 

as follows. 
  

<parallel id="p"> 
<transition event="done.state.p" target= "someOtherState"/> 
    <state id="S1" initial="S11"> 
 ………………….. 
 ………………….. 
    </state>  
    <state id="S2" initial="S21"> 
 ………………….. 
 ………………….. 
    </state>  
</parallel> 

Two parallel regions start with sub states S11 and S21. The internal transitions 
are given between <state> and </state> tags.  

Figure 7.11:   UML state diagram representing the microwave oven 
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During code generation the parsed XML document is given to the code 

generator. The code generator has mainly three modules. One module analyzes 

the parsed XML and find out the state nodes. It generates one state class for 

each state node based on the design pattern in the pattern library. The 

composite states are implemented as the extension of State abstract class and 

the OrthogonalProperty class. The nested states are implemented as the 

derived classes of the corresponding composite states.  

Figure 7.12:  XML representation of Microwave Oven 

Consider the state chart diagram of a microwave oven as in Figure 

7.11. It includes parallel regions, history states and composite states. The tree 

view of the XML representation of this is given in the Figure 7.12. It contains 

two states; off and on. So, two state classes will be generated; offState and 

onState. The on state contains some sub states. It shows that onState is a 

composite state. Since <parallel> tag is not there, it is understood that the sub 

states are not concurrent states. The on state will be defined as OnCompoState 

class by extending the State class and the OrthogonalProperty class. The off 

state will be defined as offState class. The inner states idle and cooking will be 
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defined as derived classes of the OnCompoState class;  idleState class and 

cookingState class. 

Figure 7.13:  XML representation of Microwave Oven with concurrent states  

Similarly, the parallel states can be identified by the tag <parallel> as 

in Figure 7.13. Parallel states are composite states by default. The number of 
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states inside the <parallel> tag will help us to set the number of regions. In the 

example we have two states inside the <parallel>, that means two parallel 

regions.  

The second module in the code generator analyzes the events and 

transitions. It generates the event class and updates the event dispatch 

functions in each state class.  

The event is stored as the attribute of the element <transition>. For 

example, <transition event="e" target="s2"/>. So all <transition> elements 

have to be checked and list out all those events in the Event class by 

eliminating the duplications.  

  <state id="S2" initial="S21"> 
        <state id=S21"> 
            <transition event="e1" target="S22"/> 
        </state> 
        <state id="S22"> 
            <transition event="e2" target="S2Final/> 
        </state> 
        <final id="S2Final"/> 
    </state> 

In the above XML statements, a composite state with two sub states is 

given. Two transitions have been described in this composite state. In each 

<transition> we can identify an event; say e1 and e2. These events will be 

added to the Events class. If already existing event (in the Event class) is 

found, it will be ignored.  

The event dispatch function will be updated with the transition and the 

target state. For example, in state S21, there is a transition to state S22 when 

an event e1 occurs. So, the dispatch function of the class S21State will be 

updated by adding the corresponding ‘case’ statement and the state transition 

with a call to transition() function. The activity inside each state will be 

converted as the program statements and added to the dispatch function of the 

corresponding state class.  



Code generation from state chart models 

Cochin University of Science and Technology    167 

The third module in the code generator analyzes the state transitions 

and its flow. It generates the context class for the system. The context class 

represents the entire system, or the system state chart. It receives the events 

and delegates the actions to the corresponding active state. The action to be 

done on a particular transition is defined in the dispatch function of each state 

class. 

The next section presents an evaluation of the code generation method 

presented in this section. We considered two tools, OCode and Rhapsody for 

the comparison with our method.  

Table 7.3:  Efficiency of SMConverter compared with Rhapsody & OCode

  Ocode (ms)
Rhapsody 

(ms) 

SMConverter 

(ms) 

Effieciency 

over Ocode 

Efficiency 

over 

Rhapsody 

Total time for events 

without transitions 
8.8 4.3 3.55     

Average time per event 

without transition 
0.004949 0.002418 0.001997 59.66 17.44 

Total time for events 

having transitions 
28.3 19.35 11.35     

Average time per event 

having transition 
0.012736 0.008708 0.005108 59.89 41.34 

Total time for all events 37.1 23.65 14.9     

Average time per event 0.009275 0.005913 0.003725 59.84 37 

7.6 Evaluation and Comparison with Related Works 

The proposed pattern is implemented using the code generator called 

SMConverter. The performance of SMConverter is compared with other tools 

like Rhapsody [50] and OCode [56, 55]. We considered the events with and 

without transitions. Total execution time taken for each type is calculated in 

milliseconds. Total number of requests for events without transition is 1778 
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and for events with transition is 2222.  The efficiency of our tool 

(SMConverter) over other tools is shown in the Table 7.3. Figure 7.14 compare 

the total time taken for events without and with transition respectively. 

Figure 7.14: Execution time for SMConverter and other tools 

The proposed approach is compared with 10 major research works in 

this area. [94, 2, 56, 49, 55, 131, 78, 89, 111, 132, 133]. For the comparison, 

we considered the method of implementation of different elements in the state 

chart diagrams like simple state, composite state, history state etc., and the 

support for different features of state machines like, hierarchy, concurrency 

etc. The details of comparison are given in tables 7.4 and 7.5. 

7.6.1 Element based comparison 
For element based comparison, we considered the basic elements like, current 

state, state transition etc., in state machines and the components like, 

orthogonal states, composite states, history states etc., that improve the 

expressive richness of the state machine. We studied how each of these 

elements is implemented in the present literatures and how well they support 
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object orientation. The current state, simple states and the context class are 

represented in a similar way in all the literatures. In case of state transition all 

literatures except [131] uses switch statement. The components like, 

composite, orthogonal and history states are supported by few research works.  

The element based comparison, given in table 7.4, shows that our 

method implements the state chart elements in object oriented way, but many 

of the related works do not. 

7.6.2 Feature based comparison 
In feature based comparison, we considered the features like, 

expandability, reusability, understandability etc., and the support for state 

hierarchy and concurrency in the state chart diagrams.  

The state hierarchy is supported by almost all works, except [5], but 

concurrency is not well supported by the research works. History of state 

machine state is also not supported by many literatures. Many research 

outcomes provide methods with good modularity and understandability, but 

they failed to provide reusability due to the lack of general reusable design 

pattern. Our proposed method gives a design pattern and which gives good 

understandability, reusability and expandability.  

Feature based comparison, given in table 7.5, shows that our method 

supports hierarchy and concurrency without spoiling the understandability, 

reusability and expandability. 

7.7 Conclusion 

There are different methods for code generation from UML state chart 

diagrams, like, implementation using switch-case statements, state tables and 

design patterns. Design pattern approach is widely accepted because of it 

supports object oriented design and implementation. Moreover, the design 
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pattern approach is easily expandable due to its modular structure. The 

use of design pattern in code generation improves the quality of the generated 

code.  

The design patterns available in the literatures mainly support 

hierarchical states in the UML state chart diagrams. The more essential 

features like concurrent states and history states are not addressed in those 

design patterns. 

In this chapter, we introduced a design pattern based implementation of 

state machine with hierarchical, concurrent and history states. The design 

pattern proposed in the chapter provides modularity, reusability and 

understandability. Moreover it keeps the semantics of state hierarchy and 

concurrency and history state as well. The code generator presented in the 

chapter gives a systematic way of code generation from the UML state chart 

diagrams with the help of the proposed design pattern.  

Comparison with related works shows that the proposed method of 

state chart diagram implementation is a better way to support the important 

features like concurrency and history states. Moreover, the qualitative 

comparison with the related works shows that our method supports state 

concurrency and history without compromising the expandability, reusability 

and understandability, whereas other methods compromise the above qualities.  

Comparison with other tools shows that our method is more efficient in 

terms of the time taken for event processing. The case study and comparison 

with other tools reveals that the proposed approach gives less complex code 

and promising results. 
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8.2 � Contributions .......................................................................................................... 173�
8.3 � Future Scope .......................................................................................................... 178�

8.1  Overview 

This thesis focuses on an essential requirement in the Software 

industry, the automation of software development process. The automation 

will considerably reduce the effort and time required for the software 

development. Automatic code generation from the system designs is a major 

mile stone to automation in software development. The behaviour of a system 

can be designed using UML behavioural models. Many industries like IBM, 

Microsoft etc and many researchers are interested in generating code from 

UML models [35].  It is evident from the literature that the current 

technologies do not provide precise methods for code generation. So the 

methods for automatic code generation from UML behavioural models are 

addressed in this thesis.  

8.2  Contributions 

This thesis proposed methods to generate source code automatically 

from UML behavioural models. There is no one to one mapping between the 

behavioural models and the object oriented programming constructs. So far, 

there is no standard method in the literature to convert the UML behavioural 

models to source code. In this study, we proposed novel approaches to 
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automatically generate source code from the important behavioural models 

like use-case diagram, sequence diagram, activity diagram and state chart 

diagram. These methods will help the software industry to reduce their effort 

and time, spend on software development.  The contributions of the thesis are 

listed as follows. 

1. Modularization of Code with UML Use Case Models 

Specifying the requirements flawlessly is very essential to save time 

and money in software development. In UML Use case diagram 

specifies the functional requirements. Moreover, the use cases allows 

the modularization of the source code based on the services (use cases) 

provided by the software system. The sequence diagram gives the 

object interactions to achieve the use case. This thesis proposed a 

method to generate Java code from the UML use case diagram 

elaborating the scenarios with sequence diagrams. This prototype code 

generation helps the software development team to fine tune the 

customer requirements thereby reduce the flaws in the later stages of 

the software development.  

2. Enhancing UML activity models with OCL. 

The activity diagram gives the sequence of activities, condition and the 

objects involved in the control flow to achieve a use case. The finer 

details like, the constraints on activities, initial values for the attributes, 

parameters to the activities etc have to be added to the implementation 

code by the developer during the software implementation phase. This 

thesis proposed a novel approach to enhance UML activity models 

with OCL so that the code generated from the activity diagram will 

contain these finer details and thereby reduces the rework during the 

implementation phase. When we enhance an existing model, it should 

be stated and proved theoretically. The possibilities to enhance UML 
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activity diagrams with OCL are stated using meta models in this thesis. 

The thesis introduced several meta models for enhancing activity 

diagram with OCL. This helps in specifying pre/post conditions on 

operations and methods, the actual parameters that are passed to the 

operations, the initial values of the attributes and the guard conditions. 

This gives a strong foundation to improve the information (or details) 

given in an activity models and thereby support the code generation 

from the activity models. 

3. Operational Semantics for OCL enhanced activity model 

The formal semantics of a model gives the characteristics and 

behaviour of the model. No formal semantics for OCL enhanced 

activity diagram was available in the literature. This thesis presented 

the formal semantics for OCL enhanced UML activity diagrams. The 

structural semantics describes the components in the OCL enhanced 

UML activity diagrams and the operational semantics describes the 

behaviour of the same. 

4. Enhancing UML activity models with object interaction details.  

The activity in the UML activity diagram may include interactions 

between different objects. These interaction details cannot be modeled 

using the activity diagram. We have introduced a new method for 

associating the sequence diagram with complex activities which helps 

to solve this deficiency. In UML, each diagram is defined independent 

of each other. So, we have formally defined the association of activity 

diagram with sequence diagram. This formal definition specifies how 

the activity and sequence models can be combined and thereby 

improving the code generation. 
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5. Design pattern for UML state chart diagram with hierarchical, 

concurrent and history states. 

UML state chart diagrams shows the state changes of an event driven 

system. The design patterns specify how to implement a state chart 

diagram. The available design patterns do not support the concurrent 

states and the history states. This thesis proposed a new design pattern 

for state machines with hierarchical, concurrent and history states. This 

design pattern gives an approach for code generation. Since it is 

reusable and expandable, more features can be easily added to the 

pattern during the future research work. 

6. Automatic code generation process from UML behavioural models.  

Code generation is a step by step process. In this thesis, we have 

presented methods for Java code generation utilizing the UML use case 

models, sequence models, activity models and state chart models.  

The static structure of the system can be designed using UML class 

diagrams. The UML class diagrams can be directly converted to source code 

in any object oriented language. The programming constructs in object 

oriented languages allows one to one mapping with each and every element of 

the class diagram.  

The behaviour of a system can be designed using UML behavioural 

models like use case diagram, sequence diagram, activity diagram and state 

chart diagram. Unlike the class diagrams, the behavioural models do not have 

one to one mapping with the programming constructs. There is no straight 

forward approach to convert these models to source code. So, different 

researchers follow different methods for code generation from the UML 

behavioural models. During the literature survey, we have come across some 

shortcomings in the present methods of code generation.  One most important 
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issue is that we cannot generate complete source code from any one of the 

behavioural models. It is required to add additional information in these 

diagrams to assist code generation. Chapters 5 and 6 introduced the methods to 

enhance the UML activity diagram with OCL and sequence diagram.  The 

operational semantics for OCL enhanced activity diagrams is also presented in 

chapter 5.  

The existing code generation methods, as described in the literature 

review, have its own advantages and limitations. The diagrams used for 

system design depends on the kind of software we develop. The percentage of 

code generated in each method varies depends on the features that are 

considered for the code generation. The main drawback in the existing 

research works is the lack of algorithms for code generation. Moreover, some 

features of the diagrams, like concurrent activities, parallel and history states 

etc, are not considered for code generation in these methods. These features 

are explored in this research work to generate more lines of code than the 

existing methods. The code generation from use case and sequence diagrams 

helps the Business Analyst to generate system prototype and thereby fine tune 

the user requirements. The chapters 4, 5 and 6 of this thesis presented 

algorithms for code generation from use case diagram, sequence diagram and 

activity diagram.  

In the case of UML state chart diagrams, few researchers have been 

working on the code generation from it. These literatures do not present a 

design pattern for UML state chart diagram with hierarchical, concurrent and 

history states. The design pattern allows us to generate the source code from 

the state chart diagrams. This thesis presented a design pattern for the UML 

state chart diagrams which contains hierarchical, concurrent and history states, 

in chapter 7. 
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The aim of the study was to  establish code generation approaches for 

UML behavioural models. The thesis also proposed methods to associate 

different system models (use case, activity, sequence and state machine) and 

associating constraint specification languages like OCL with these models for 

improved code generation. We examined each models separately and 

investigated for possible combinations of these models to get better results. 

Operation semantics for such combinations were designed and well explained 

in the thesis. 

These methods provide a novel approach for automatic code generation 

from the UML behavioural models. It gives guidelines to the CASE tool 

developers on how to use UML behavioural models for code generation. It 

will, in turn, be very much useful for the software industry to handle the 

complexity of the software systems. These approaches will have their 

reflections in all phases of the software development, till the maintenance 

phase.  

8.3  Future Scope 

In the present study, the code generation from the UML Activity 

Diagrams got improved with the help of OCL. It helps to add more 

implementation specific details in the activity models. We would like to extend 

this work to other behavioural models like sequence diagram and state chart 

diagram.ie, improving the code generation from the sequence and state chart 

diagrams by enhancing them with the OCL statements.
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