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Abstract

Handwriting recognition is an important application of Pattern Recogni-

tion. Unfortunately, study of the same is rare as far as the Malayalam

script is concerned. In this thesis, we discuss various methodologies for

automatic recognition of offline handwritten Malayalam words and also

describe about script independent recognition. Samples in our database

were collected from a group of 199 natives belonging to different sections of

the population with respect to age, sex, education, profession and income.

Writers of its samples had age in the range 10 to 70. The set of writers con-

sists of both left handed and right handed ones. They were asked to write

the words of a given lexicon on a specific form printed on A4 size paper.

Header part of this form was used to collect information about the writer

such as name, age, qualification, signature etc. So the present database

can be used for several other applications of handwriting analysis. This

dataset consists of 31,020 handwritten Malayalam word samples.In addi-

tion to that 50 actual and 50 redesigned birth certificate forms are also

included in this dataset. All the data collected is digitized to 300 dpi tiff

image format. The major feature extraction methods used are HOG (His-

togram of Oriented Gradient), PHOG (Pyramidal Histogram of Oriented

Gradient), Wavelet and CNN (Convolutional Neural Network). Classifica-

tion methods are MLP (Multi Layer Perceptron), SVM (Support Vector

Machine), Random Forest, and BLSTM (Bidirectional Long Short Term

Memory)-CTC(Connectionist Temporal Classification). Major contribu-

tions to the thesis include development of a moderately large database of

handwritten word samples of Malayalam, a novel deep convolutional neural

network (CNN) architecture for the purpose of automatic feature genera-

tion and recognition of handwritten Malayalam words. We investigated

both lexicon specific and lexicon free approaches of offline handwriting of

Malayalam and other Indian scripts. Also we propose a prototype for Birth

Certificate form recognition.





Chapter 1

Introduction

“Innovation is hard. It really is. Because most people don’t get it. Remember, the

automobile, the airplane, the telephone, these were all considered toys at their

introduction because they had no constituency. They were too new.”

Nolan Bushnell

1.1 Prologue

Handwriting recognition can be either online or offline. The former case

needs pen trajectory movements and in later case features of the image

are considered for transcription. As a subsidiary of online recognition the

method of in-air [1] is also getting popularity, where the movement of the

finger can translate to a character or a word. Recognition of offline hand-

writing remains an open research problem for decades. Some extensive

studies [2, 3, 4] of the problem, have led to remarkable success in recent

past on a number of scripts of developed countries. Also, several hand-

writing recognition studies of a few Indian scripts such as Devanagari [5],

1



2 Chapter 1. Introduction

Bangla [6], Tamil [7], Oriya [8], Malayalam [9] etc. are found in the liter-

ature. A survey of handwriting recognition of Indian scripts can be found

in the studies of Pal et.al[10]. Although a majority of the works on In-

dian scripts considered only isolated characters, a few others [11, 12, 13]

considered offline handwriting recognition problem in word level. Recog-

nition of offline handwritten Malayalam words has not been explored by

the researchers. Also, to the best of our knowledge, there is no available

benchmark samples dataset of handwritten Malayalam words for compari-

son purposes. Handwritten image transcription is an important application

of Image Processing, Pattern Recognition and Machine Learning. In Malay-

alam handwritten texts, the characters are not well separated, but the most

of the words are separated by space. So the recognition of handwritten text

on the real time data can start with word is an obvious choice.

The character of a human being can be identified through the style of the

handwriting because it is unique and represents the individuality of a person

[14]. The problem of handwritten recognition is not easy when compared

with machine printed text. The major difficulty arised is the variability in

the shapes of the characters in the documents, when the same person writes

in different situations. In some extreme cases even humans feel difficult to

identify and read the documents properly. There exists several scripts and

languages across world. The recognition process can be either script depen-

dent or independent. In this work we focus on script independent character

and word recognition system with Malayalam as the prime language consid-

ered for the recognition. The following chapter discussed about objectives

of the research work, Motivation behind the selection of the topic, Offline

handwriting recognition methods/ approaches are explained in grassroots

level, contributions of this research work is explained in detail, challenges

faced during the period of research, publications related to the work, brief

outline of the remaining chapters and finally summarize the chapter.
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1.2 Objectives

• Develop a benchmarking dataset of Handwritten Malayalam words.

• The main objective of this research is to develop recognition methods

for handwritten Malayalam words.

• Develop methods for script independent handwritten recognition.

• To identify the best Deep Learning approach for the recognition of

handwritten documents.

1.3 Motivation

The following factors motivated us to select the present problem as our cur-

rent research topic. Evaluation of voluminous handwritten assignments and

answer scripts are done manually even in this era of information technolog-

ical boom. The Availabilty of automatic handwriting recognition systems

assist automation of various important services such as postal, courier etc..

Now-a-days the Government of Kerala is encouraging the use of Malayalam

as the official language across the state. Thus, a lot of handwritten official

documents are getting created everyday and the possible use of an efficient

Malayalam handwriting recognizer should lead to better management of

official works through fast retrieval of various information. Another factor

for motivation is, according to the nature of Malayalam script, it is a chal-

lenging task that can be solved through machine learning methodologies.

1.4 Offline Handwriting Recognition Method

Numerous word/ string transcription methods have been developed since

1970’s. Many of these systems have reported fairly high recognition accu-
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racies, sometimes for vocabularies with tens of thousands of words. Au-

tomation of Handwriting recognition cannot written by a programmer by

implementing some algorithms without data. The recognition method can

be either holistic or analytic [15]. In holistic each word is considered as

a recognition unit and in analytic, character or sub part of the words are

considered as a recognition unit.

The method of handwriting recognition includes feature extraction and

classification method. Selection of the relevant features and suitable clas-

sifier ensure a proper pattern matching algorithm that leads to the tran-

scription of image to editable text. Representation of the pattern can be

either statistical or structural. In this research work pattern is the hand-

written word image[16]. From the machine learning perspective the method

of learning can be classified into supervised, unsupervised, semi-supervised

and sequence based. For lexicon specific recognition, we use supervised

learning methods and for lexicon free recognition, learning methods are

sequential and semi-supervised[17].

1.5 Origin of Indic Scripts and Its Charcateristics

Eighth schedule in constitution of India officialy declared 22 languages.

They are: Assamese, Bangla(Bengali), Gujarati, Hindi, Kannada, Kash-

miri, Manipuri(Meitei), Malayalam, Konkani, Marathi, Nepali, Oriya, Pun-

jabi (Gurumukhi), Sanskrit, Sindhi, Tamil, Telugu, Urdu, Santhali, Bodo

(Boro), Maithili and Dogri. These languages are written using 10 scripts.

They are Bengali, Gujarathi, Devanagari, Malayalam, Kannada, Odia, Gu-

rumukhi, Tamil, Telugu and Urdu. Classification of the languages in terms

of its popularity is shown in Table 1.1 [18]
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Table 1.1: List Of Scheduled Languages/Usage Wise- World wide♣

SI.No Language Offcial Language Script Users

1 Hindi

Bihar
Chattisgarh

Haryana
Himachal Pradesh

Jharkhand
Madhya Pradesh

Mizoram
Rajasthan

Uttar Pradesh
Uttarakhand

Devanagari 534,271,550

2 Bengali WestBengal Bengali 261,862,630

3 Urdu Jammu & Kashmir Urdu 163,211,530

4 Telugu Andhrapradesh Telugu 79,771,240

5 Tamil Tamilnadu Tamil 74,678,890

6 Marathi Maharashtra Devanagari 74,796,800

7 Gujarati Gujarat Gujarati 46,888,670

8 Malayalam Kerala Malayalam 35,247,100

9 Maithili Devanagari 34,085,000

10 Odia Odisha Odia 32,139,520

11 Punjabi(Gurumukhi) Punjab Gurumukhi 29,537,970

12 Sindhi Devanagari 24,546,460

13 Nepali Sikkim Devanagari 24,131,000

14 Assamese Assam Bengali 12,828,310

15 Santhali Bengali 6,220,280

16 Kannada Karnataka Kannada 46,752,570

17 Konkani Goa Devanagari 2,423,330

18 Dogri Devanagari 2,280,000

19 Manipuri Manipur Bengali 1,485,000

20 Bodo(Boro) Assam Devanagari 1,334,380

21 Kashmiri Devanagari 5,485,780

22 Sanskrit Devanagari 211,100
♣ ‘https://www.ethnologue.com/language/’
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1.6 Research Problem

To develop script independent methodologies for automatic recognition of

offline handwritten Malayalam words involving the entire character set of

the reformed script [19].

1.7 Challenges

Malayalam is an agglutinative language, so the words can form in many

ways. Develop a good language model is also challenging. The major

challeges are listed below.

• Lack of proper benchmarking data set

• Word Extraction from the document.

• Use of new and old script in a mixed manner as shown in Figure 1.1a

and 1.1b, part of the word in old and new script are marked in red

rectangle.

• More number of characters in the form of compound characters, mod-

ifiers and consonants. Combining all the charcters from old and new

script it will be around 600.

• variations in the shapes of handwritten words/characters. Writing

style of the same person writing in different situations are not exactly

in same pattern as shown in Figure 1.2a and Figure 1.2b.

• Scanned document quality also decided the recognition accuracy

• Intra class variablity and inter class similarity of characters and words.

• Segmentation to the basic unit or Grapheme level is difficult. In Fig-

ure 1.3a character “S/T” and /uu, Figure 1.3b character “c/ra” and

/i, Figure 1.3c character “b/ya” and “ m ”, Figure 1.3d character
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(a) part of the word “-
%/kku” in Old Script

(b) part of the word
“·q/kku” in new script

(c) part of the word “ -
^/thra” in Old Script

(d) character “}X/thra”
in new script

Figure 1.1: Example For MixedScript- Character “%/kku” and “^/thra”
in Old Script

(a) First Attempt (b) Second Attempt

Figure 1.2: Challenges-Writing Style of Individual

“I/k” and , Figure 1.3e character “\/na”,“·/kk” and “c/ra” are

joined together. In Figure 1.3f character “É” /LL oversegmented

1.8 Contributions

• Development of a moderately large database of 31020 handwritten

word samples of Malayalam and 100 birth certificate application form

images.

• Proposed a deep architecture of Convolutional Neural Network (CNN)

for the purpose of automatic feature generation and recognition of
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(a) character “S/T” and (b) character “c/ra” and (c) character “I/k” and

(d) character “b/ya”
and “ m ”

(e) character “\/na”,“-
·/kk” and “c/ra”

(f) character “É”/LL
oversegmented

Figure 1.3: Challenges Related Segmentation

handwritten Malayalam words. The same architecture has been found

to improve the existing state-of-the-art of offline handwriting recog-

nition of several major Indian scripts.

• Introduced a Recurrent Neural Network architecture (RNN) for hand-

written Malayalam word recognition.

• Studied both lexicon specific and lexicon free approaches of offline

handwriting Malayalam word recognition.

• This is the first major work on handwritten Malayalam word recog-

nition involving the entire character set of the reformed script.

• Implementation of various other state-of-the-art feature extraction

methods based on Wavelet, HOG (Histogram of Oriented Gradient),

and PHOG (Pyramidal HOG) for the purpose of comparisons.

• Comparison of a few other state-of-the-art classifiers with the pro-

posed deep architecture.
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• Proposed a two-stage classification method for handwritten Malay-

alam word recognition.

1.9 Publications

Journals

• Offline Handwritten Malayalam Word Recognition using Wavelet Trans-

form,Jino P J, Kannan Balakrishnan, International Journal of Sci-

entific Research in Computer Science, Engineering and Information

Technology (IJSRCSEIT), ISSN : 2456-3307, Volume 2, Issue 5, pp.948-

954, September-October 2017

• Offline Handwritten Recognition of Malayalam District Name-A Holis-

tic Approach, Jino P J, Kannan Balakrishnan, International Journal

of Engineering and Technology, ISSN:2319-8613, Vol 9 No 2,pp.987-

994, April-May 2017, Engg Journals Publications.

Springer/IEEE International Conference Proceedings

• Offline Handwritten Malayalam Word Recognition Using A Deep Ar-

chitecture, Jino P J, Kannan Balakrishnan and Ujjwal Bhattacharya,

SocProS 2017 at IIT Bhubaneswar, Advances in Intelligent Systems

and Computing series of Springer, ISSN:2194-5357(Received Best

Paper Award)

• Offline Handwritten Malayalam character Recognition using stacked

LSTM, Jino P J, Jomy John and Kannan Balakrishnan, IEEE 2017

International Conference on Intelligent Computing, Instrumentation

and Control Technologies (ICICICT) at Vimal Jyothi College, Chem-

beri, Kerala, pp:1587-1590 ISBN: 978-1-5090-6106-8
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• Combined Approach for Binarization of Offline Handwritten Docu-

ments, Jino P J and Kannan Balakrishnan, IEEE 2017 4th Inter-

national Conference on Communications and systems at Karpagam

collge of engineering, Coimbatore, Thamilnad, pp:23-27, ISBN: 978-

1-5090-3355-3

National Conference Proceedings

• Deep Architectures for Offline Handwritten Recognition - Necessity

of a benchmark dataset in Indian Languages, Jino P J and Kannan

Balakrishnan, Three day National seminar on Indian Language Tech-

nology:State and Prospects at University of Kerala, March 2018.

• Offline handwritten Malayalam character recognition:A Convolutional

Neural Network Approach, Jino P J and Kannan Balakrishnan, Na-

tional Conference on Indian Language Computing(NCILC) at Cochin

University, pp:33-37, ISBN:978-81-936217-1-4, March 2018.

• HWR for Indian Languages: A Comprehensive Survey, Jino P J,

Kannan Balakrishnan, NCILC at Cochin University, February 2014.

published in CSI digital library.

1.10 Thesis Outline

Remaining of the thesis organized into the following chapters.

Chapter 2: Literature Review: Existing literature on handwriting recog-

nition with special emphasis on Indic scripts has been studied. The study

includes existing benchmark databases, preprocessing, feature extraction /

selection and classification strategies.

Chapter 3: Details of the development of a new moderately large dataset

of 31020 handwritten Malayalam word samples have been presented.



1.11. Summary 11

Chapter 4: Presents the proposed Deep Learning based lexicon specific

recognition of offline handwritten Malayalam words.

Chapter 5: Presents a detailed comparison of the proposed recognition

approach with a few traditional recognition strategies.

Chapter 6: Presents a study of lexicon free recognition of unconstrained

offline handwriting in Malayalam.

Chapter 7: Presents a prototype system towards an application of offline

Malayalam handwriting recognition.

Chapter 8: Concludes the work with a discussion on prospective direc-

tions of future studies.

1.11 Summary

This chapter describes the objectives and motivations of the present re-

search study. A brief overview about the indic scripts and its character-

estics are mentioned. The task of handwritten recognition process can be

considered as a core Machine Learning problem to overcome the challenges

explained in previous Section:1.7. Thesis contributions are also described.





Chapter 2

Literature Review

“Every new beginning comes from some other beginning’s end.”

Seneca

2.1 Introduction

Comprehensive research is done in the area of handwriting recognition.

This chapter explores the techniques/ methodologies applied on various

scripts with special emphasis on Indic scripts. This review focuses on vari-

ous papers published in the last 10 years on the reputed journals and con-

ference proceedings. The Word recognition problem can be treated in three

different categories. First method is to consider the handwritten image as a

whole word, second one tries to recognize the character by character, where

the image should properly segmented to characters and the last method is

segmentation free, where the word is predicted from the sequence labelling

method. This review covers all the methods discussed above.

The study includes existing benchmark datasets as well as preprocess-

ing, feature extraction / selection and classification strategies. There are

13
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several methods found in literature for handwritten word recognition, viz.

1) Template matching 2) HMM (Hidden Markov Model) based 3) Ma-

chine Learning /Deep Learning based methods. In these Recurrent Neural

Network Deep Learning based methods are popular because it is the state-

of-the-art architecture [20] with unconstrained handwriting recogntion and

generic model recognitions.

2.2 History of Handwriting Recognition

A lot of research and development happened in the area of handwriting

recognition in various languages for the last four decades. As part of the

digitization, in 1870 Carey contributed the techonlogy for retina scanner.

Followed by 1890, Nipkow comes with the sequential scanner. Earliest

works are focused on the machine printed characters/words[21]. In 1990

as a break through in the process of handwriting recognition Prof.Ching

Yee Suen initiated the conference International Workshop on Frontiers In

Handwriting Recognition(IWFHR) on this subject and it attracted lot of

researchers across the world. The major concern of this conference was

the need of good standard dataset. In 1992, N.D Gorsky and T. Caesar

observed that Hidden Markov Model can be used for the document recog-

nition [22] . In 1993, M. Hamnak et.al introduced a method for Kanji

Character recognition,widely used in Japanese writing system. In 1994,

C.Y Suen and D Gullevic suggested a sentence level recognition of legal

amounts in the bank checks written in cursive manner. A. EI Yoacoubi

et.al put forward city name recognition on the mail system. A method for

cursive word recognition was introduced by H Bunke in 1995[23].
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2.3 Existing Benchmark Datasets

2.3.1 Non-Indic Datasets

IRONFF Dataset consists of French and English word (Latin script) images

[24]. Total sample size of the database is 31,346 and lexicon size is 196. In

one of the experiments with this dataset , the training sample size is 20,898

and test sample size is 10,448 [25].

IFN/ENIT dataset contains Tunisian Words in Arabic Script contributed

by 411 writers. Total sample size of the dataset is 32492 words with the

lexicon size of 2100 [26].

KHATT is an arabic word with meaning as “handwriting” and it stands

for KFUPM Handwritten Arabic TexT and it can be categorized on the

basis of age, gender and handedness[27].

Multilingual Automatic Document Classification Analysis and Transla-

tion(MADCAT) also known as OpenHaRT [28] developed by University of

Pennsylvania. It contains more than 46000 Arabic handwritten documents

from 453 writers. All the documents are scanned with 600 dpi in grayscale

format.

Two editions of NIST dataset exists. In the first edition [29] it has

forms, fields and characters. Final release of NIST dataset contributed by

3600 writers and it consits of 81000 charcters extracted from the forms

and 91,500 text and phrases [30]. CENPARMI Handwritten digit dataset

consists of 17000 digits of zip codes of US Postal department written by

3400 writers [31]. In Urdu offline handwriting the dataset consists of dates,

digits, alphabets, numral strings and words. Lexicon size of word dataset is

57 and the total sample size is 19432[32]. CEDAR consists of 10000 words,

10000 zip codes and 50000 alpha numeric characters [33].

MNIST is the widely used benchmarking dataset for the recognition of

handwritten digits and suitable for deep learning experiments with a huge
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60000 training samples and 10000 testing samples[34]. The best result

reported for this dataset is 99.77 % [35].

IAM dataset consists of 1539 pages of scanned text,5685 isolated la-

belled sentences,13353 isolated and labelled text lines and 115320 isolated

labelled words.It is one of the best benchmarked datasets exists in the lit-

erature.

EMNIST is an extended version of MNIST dataset [36], which consists

of 52 characters(both upper and lowercase) and 10 digits. Total of 814255

samples.

Total samples contained in ALEXU-WORD dataset is 25,114 Arabic

words. 907 writers contributed to this dataset and the lexicon size is 109

[37].

RIMES(Reconnaissance et Indexation de donnes Manuscrites et de fac

similS / Recognition and Indexing of handwritten documents and faxes) is

a handwritten French Document data set. 1,300 people contributed to the

creation of this dataset and it contains 12,723 pages[38].

CASIA is an acronym for Institute of Automation of Chinese Academy

of Sciences, consists of both online and offline handwritten dataset[39].

Dataset consists of 52,230 lines of 5,091 pages, which contributed by 1019

writers.

GW a.k.a George Wahington dataset arranged in nine series consists of

65000 documents. The digitized version of some of these documents are

available with library of congress[40]. Stauffer et.al [41] propose a graph

dataset for the words of 20 letters from GW.

2.3.2 Indic Datasets

ISI Databases of Handwriting Samples consists three datasets of the scripts

Devanagari dataset consists of 22,556 numerical samples contributed by
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1049 writers. Bangla dataset consists of 12,938 numerical samples con-

tributed by 556 writers. Oriya dataset consists of 5,970 numerical samples

contributed by 356 writers[42]. It also consists of Bangla and Devanagari

basic characters of 37,858 and 30,000 respectively with class size of 50 and

49.

Bangla Numeral Dataset consists of 23392 samples collected from postal

mails and application forms [43].

Hindi Word Dataset consists 39700 Hindi word dataset with a lexicon

size of 100. Total number of writers to form this dataset is 436 [44].

Hindi and Marathi Words using in Bank Cheques are created by [45]

contains valid words extracted from 240 bank cheques. Lexicon size of

Hindi word dataset is 106 and Marathi words it is 114. Total sample size of

Hindi dataset is 8,480 and Marathi datataset is 18,240. Experiments with

this dataset is reported in Chapter: 4.

Kalanajiyam means repository, which developed in two phases consists

of handwritten Tamil images[46]. Phase-1 consists of isolated characters

and phase-2 consists of paragraphs contributed by around 1000 individuals.

CMATERdb2.1.2 consists of Bangla Handwritten dataset with a lexicon

size of 120 and sample size of 18000 images[47].

Roy Dataset consists of Bangla and Devanagari words with clear split

of Test,Train and validation data[48]. The total sample size of Bangla and

Devanagari are 17,091 and 16,128 respectively.

NewISIdb Bangla dataset consists of word, two paragraph dataset con-

sists of basic characters and conjuntcs[49]. It consists of 815 unique words

with a total sample size of 107,550.

Cursive And Language Adaptive Methodologies abbreviated as CALAM

consists of offline handwritten Urdu text images[50]. Dataset is provided

with detailed groud truth details and annotations are available in XML

format. The total number of words samples extracted from the dataset is

46,664.
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UCOM is an Urdu handwritten dataset contributed by 100 writers con-

sits of 100 scanned pages[51]. Total sample size of the words is 62000.

KHTD(Kannada Handwritten Text Database) is a handwritten dataset

for Kannada with proper annotation[52]. It consists of 204 scanned images

of pages consists of 4298 lines and 26115 words.

2.4 Techniques For Handwriting Recognition

2.4.1 Related Works on Non-Indic Script

Arabic

Arabic, persian(Farsi) languages followed Arabic Script, it is written from

right to left is considered in this survey. Khemiri et.al [53] propose a method

using Probabilistic Graphical Models classifiers. Experiments are done us-

ing the words from IFN/ENIT dataset. Dynamic Bayesian Network pro-

vides an accuracy of 85.21 % result with 50 words and 6451 total samples.

Vertical and Horizontal HMM(VH-HMM) provides an accuracy of 90.42 %

with the same dataset. Structural and Statistical Features, number of pixel

transitions and number of PAWs(Parts of Arabic Words) are used as fea-

tures for classification. In another extension work [54] , with 83 words and

7881 word samples VH-HMM provides an accuracy of 90.02 % accuracy.

AlKhateeb et.al [55] compare the performance of IFN/ENIT dataset

with Hidden Markov Model and Dynamic Bayesian Network. All the word

images are height normalized to 45 pixels. With statistical features and

Hidden Markov Model achieved an accuracy of 80 %.

Broumandnia et.al [56] propose a method for Farsi handwritten word

recognition, where they use wavelet energy features in polar transformed

image. Lexicon size used was 100 and they got an accuracy of 96 % with

Mahalanobis classifier.



2.4. Techniques For Handwriting Recognition 19

Latin

English and French are two popular languages coming under Indo-European

family which uses Roman and French alphabets respectively. The major

works discussed in this section using IAM and RIMES benchmark datasets

produces state-of-the-art architecture.

Poznanski et.al [57] propose a method using Convolutional Neural Net-

work with 1, 2, 3, 4, 5-gram based label encoding viz PHOC achieves 96.10%

accuracy in word level and 98.10 % in character level with RIMES Dataset.

The same architecture with IAM dataset produce an accuracy of 93.55%

in word level and 96.56% in character level.

Bluche et.al [58] propose a Recurrent architecture produce 88.2 % in

word level and 96.7 % in character level with a 4-gram language model.

The same architecture with IAM dataset produce an accuracy of 88.1 % in

word level and 95.1 % in character level with 3-gram language model.

In another work Bluche et.al [59] propose a combination of Convolu-

tional Neural Network and Hidden Markov Model with a unigram language

model achieved an accuracy of 90.8 % with ICDAR 2009 Rimes Dataset.

The same architecture produced 79.5 % with IAM dataset.

Mensari et.al [38] developed a system for isolated and multiword recog-

nition using RIMES dataset. HMM with Grapheme based and Sliding win-

dow approaches provided a result of 75 % and 78 % respectively. Recurrent

Neural Network Approach provided 91.1 % accuracy. Finally these three

approaches combined and achieved 95.14 % accuracy for Isolated word and

95.01 % accuracy with RIMES 2011 dataset.

Doetsch et.al [60] proposed a method using B(Bernoulli) and G(Gaussian)

HMM(Hidden Markov Model) and LSTM. Pixels in the image are veritcally

repositioned using Centre of Gravity based on Sliding Window approach

provided the best accuracy. Experiments are done in Rimes dataset. The

combination of GHMM with LSTM provided better accuracy with 90.3 %

compared to BHMM.
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Kozielski et.al [61] proved that preprocessing of the images with moment

based normalization improves the accuracy of offline handwriting recog-

nition.With HMM the system gives an accuracy of 86.6% using RIMES

dataset. With IAM dataset it provides an accuracy of 62.7%.

Chinese

Messina et.al [62] use MultiDimensional Recurrent Neural Network(MDRNN)

architecture for the recognition. The architecture consists of four direc-

tional LSTM( Long Short Term Memory)-Convolutional-fully connected

layers. With language model the system provided an accuracy of 89.4 %.

Wang et.al [63] propose a framework to induce knowledge in hierarchical

manner to the CNN(Convolutional Neural Network) for handwritten text

recognition. In the case of text recogntion the knowledge required is, class

label and information about the boundary of character. To incorporate

the knowledge two heterogeneous CNN architectures (cascading CNN and

Negative-awareness CNN) are implemented and the correct text is predicted

using Language Model(LM). Heterogeneous CNN required both true and

false samples. The highest accuracy of 94.02 % was reported with negative-

awareness CNN and LM.

Surayni et.al [64] propose a CNN-Recurrent-Hybrid HMM architecture

for the recognition of handwritten text. CNN used for feature extraction,

Recurrent architecture for sequence labelling and hybrid HMM for label

alignment. Accuracy achieved is 84.87%.

Wu et.al [65] present a CNN - Separable Multi Dimensional Recur-

rent Neural Network Architecture(SMDRNN). SMDRNN implemented us-

ing LSTM, horizontally and vertically in both directions. Connectionist

Temporal Classification(CTC) is used for the sequence alignment.Language

model implemented through weighted finite state transducers.The overall

recognition accuracy is 90.72 %.
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2.4.2 Related Works on Indic Scripts

The following subsections comprehensively explains the technology or method

used across different Indian lanaguages

MQDF based Techniques for Recognizing Handwritten Words

MQDF(Modified Quadratic Discriminant Function) is used to find the

probability of a given character from its image or part of the image. Pal et

al. [66] proposed a recognition scheme for Bangla handwritten city names

.The method was lexicon specific and 84 city names considered for recog-

nition. Characters are segmented from the words using water reservoir

concept. Chaincode based features are fed to MQDF for classifiy the char-

acters. Pal et al. [67] use the same approach for the recognition of English-

Hindi-Bangla city names from the postal cards. The lexicon size for En-

glish is 89, Hindi was 117 and for Bangla it was 84. Thadchanamoorthy

et al. [68] use the same approach to lexicon driven Tamil Handwritten city

name recognition. Lexicon size was 265 and it contains city names with

two-words and three-words.

Recognition of Handwritten Words Using Neural Network/SVM

Based Techniques

Here we discuss the works related with MultiLayerPerceptron(MLP), Con-

volutional Neural Network(CNN) and Recurrent Architectures. Many of

the works used MLP also use SVM, so those works are also mentioned

here.

Bhowmik et al. [47] propose a combination of tetragonal, elliptical

and vertical pixel density histogram based features with MLP and SVM

as the classifiers for Bangla Handwritten Word Recognition with CMA-

TERdb2.1.2 dataset.



22 Chapter 2. Literature Review

Basu et al. [69] propose a zone based recognition for handwritten

Bangla words. Data collected through specially designed form with a pro-

vision to enter upper,middle and lower zone of the word. The features used

for recognition are longest-run, modified-shadow and octant-centroid. For

the recognition of middle zone, two-stage approach is implemented.

Thadchanamoorthy et.al [70] presented a system for Tamil word recog-

nition. Gabor filters are used to extract features from the images and with

SVM it provides an accuracy of 86.36 % . The total sample size used for

this experiment is 4270.

Das et al. [71] suggested feature selection using Harmony search based

technique. Features used in this work is elliptical and experimented with

seven classifiers and MLP provide the best result for the Bangla word recog-

nition with a lexicon size of 20 and total sample size was 1020.

Sagheer et.al. [72] propose offline Urdu Handwritten image recognition

using SVM as the classifier and the features used are gradient calculated

using Robert’s filter and projection profiles achieves an accuracy of 97%.

Malakar et.al [73] propose holistic resognition of Hindi words with a

lexicon size of 33 with total sample size of 4620. Geometric and directional

features extracted from image and sub part of it with MLP as the classifier

provides an accuracy of 90.78 %

Mukhtar et.al [74] have achived an accuracy of 75 % with Urdu hand-

written word samples of 1600 handwritten words contributed by two writ-

ers. They use gradient features calculated using sobel operator, structural

features use the curvature and concavity.

Shaw et.al [75] presented a system for the recognition of Devanagari

words with Gradient, Structural and concavity features from the skeleton

of the image and contour based features (chain code histogram). SVM with

linear kernel provides an accuracy of 81.14%.
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Karthik et.al [76] use HOG(Histogram of Oriented Gradient) afer the

segmentation module for Kannada handwritten text recognition. Classifier

used in this experiment is SVM.

Adak et.al [49] presented convolutional-recurrent neural network archi-

tecture for the recognition of Bangla words.

Paneri et.al [77] presented recogntion of Gujarati words with a dataset

of 2700 samples and 10 lexicons. HOG features provide an accuracy of

85.87 % with SVM as the classifier.

Dutta et.al [78] use convolutional-recurrent neural network architecture

for the recognition of Hindi and Bangla words. Network trained using

the synthetic data created using different fonts and the system is finally

implemented using RoyDB dicussed in subsection 2.3.2. Lexicon based

decoding provides an accuracy of 95.7%, 95.38% for Bangla and Devanagari

respectively.

Hidden Markov Model (HMM) based transcription methods

Bhoi et.al [79] explored Odia text recognition with a total of 4000 samples

with 500 lexicon. HMM is used for sequential classification, where the

sequence can any of the 289 syllables found in the dataset considered in

this experiment.

Roy.et.al [80] propose a hierarchical based recognition method by divid-

ing the Bangla and Devanagari words segment to top, middle and bottom

parts. Pyramidal Histogram of Oriented Gradient features are used for clas-

sification. In the middle zone features are extracted using sliding window

and fed to HMM for classification in a sequence manner. Top and bottom

zones are resized to a fixed size, then SVM is used for classification. Total

word recognition accuracy for Bangla is 85.49 % and Devanagari is 86.14

%.
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Vajda. et.al [81] presented a system for postal document recognition,

where the contents are written in Bangla and English in a mixed man-

ner. After removing the postal stamp part from the image, address part

is detected. To separate the scripts viz. Bangla and English, water reser-

voir concept[82, 83] is used. In addition to that, these two scripts are

differentiated using Matra features, which are present only in Bangla. The

recognition of the address part consists of alphabets from Bangla, English

and numerals. Two stage classfication method is used for numeral classfi-

cation. In the first stage it classified all the English and Bangla numeral

together, second stage it classified Bangla and English digits separately.

MLP is used for classification. Recognition of the words are performed

through Non-Symmetric Half Plane Hidden Markov Model(NSHPHMM),

achieved an accuracy of 86.80 % accuracy.

Bhowmik et.al [84] use genetic algorithm to optimize HMM with chain

code features provide 79.12 % accuracy for Bangla town names.

Parui et.al [85] propose a holistic approach for the recognition of De-

vanagari words using the stroke based features. With a lexicon size of 50

and HMM as the calssifier provides an accuracy of 82.89 %. As an exten-

sion of this work, Shaw et.al [44] proposed segmentation based method for

a lexicon size of 100. HMM provides an accuracy of 81.63 %.

Other Methods

Jayadevan et.al [45] proposed recognition of Hindi and Marathi words

extracted from simulated bank cheque forms. Features used are gradient,

structural and concavity with Binary Vector Matching provide good results.

Ramachandrula et.al [86] present a method for Hindi word recogntion

using Directional Element Features. The similarity beween the word to be

recognized and lexicon are performed through dynamic programming.

Major works in Urdu,Marathi,Kannada and Odiya Word recogntion is

shown in Table: 2.1 Advancement towards Bangla word recognition is
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Table 2.1: Major works in Urdu, Marathi, Kannada and Odiya

Urdu

Lexicon
size

Author Features classifier Accuracy

57 Sagheer et.al [2010]
Gradient,
Projection Profile

SVM 96.02

100 Mukthar et.al[2009]
Gradient,
Structural
Concavity

SVM 75

Marathi

Lexicon
size

Author Features classifier Accuracy

114 Jayadevan et.al [2011]
Gradient
Structural
Concavity

Binary Vector
Matching

85.78

114 Jayadevan et.al [2011]
Gradient
Structural
Concavity

Binary Vector
Matching

84.61

Kannada

Lexicon
size

Author Features classifier Accuracy

* Karthik et.al[2016] HOG SVM 95.02

Odiya

Lexicon
size

Author Features classifier Accuracy

500 Bhoi. et.al[2015] Concavity HMM 64.82

summarized in Table:2.2

Advancement towards Hindi Word recognition is shown in Table: 2.3.

Here the advancement refers to the improvements in feature selection

methods,lexicon size, isolated character recognition to word recognition,

technology used and accuracy. Recognition in Devanagari script has ad-

vanced a lot, especialy Bangla and Hindi languages. In Bangla lexicon size

has increased from 119 to 1547, different feature selection algorithms like

deep learning based methods are also experimented with and they produced

results having good accuracy in recent years. In Hindi lexicon size has in-

creased from 50 to 1957 and accuracy also improves from 82.78% to 90.78%.
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Table 2.2: Advancement Towards Bangla Word Recognition

Lexicon Size Author Features Classifier Accuracy

120 Bhowmik et.al[2018]

Shape based-
elliptical,

Tetragonal,
Vertical pixel density

MLP 79.87

1547 Dutta et.al[2018] CNN Extracted
Recurrent

Architecture
95.7

1547 Adak et.al[2016]
CNN Extrcated-
Character level

Recurrent
Architecture

85.42

815 Adak et.al[2016]
CNN Extracted-
Character level

Recurrent
Architecture

86.96

1547 Roy et.al[2016] PHOG HMM and SVM 83.39

20 Das et.al[2016] Elliptical MLP 90.29

127 Basu et.al[2009]
longest run,

shadow,
octant-centroid

MLP 80.58

76 Vajda et.al[2009] Pixels
NSHP-HMM

and MRF
86.8

84 Pal et.al[2009] Chaincode MQDF 94.08

119 Bhowmik et.al[2008] Shape based HMM 79.12

Table 2.3: Advancement Towards Hindi Word Recognition

Lexicon Size Author Features Classifier Accuracy

33
Malakar

et.al[2017]
Geometric,
Directional

MLP 90.78

1957 Roy et.al[2016] PHOG HMM & SVM 84.24

100 Shaw et.al[2014]
Gradient,

Structural,
Concavity

SVM 81.14

84 Pal et.al[2012] chaincode MQDF 90.16

30
Ramachandrula

et.al[2012]
Directional

Element

Dynamic
Programmming

algorithm
79.94

106
Jayadevan
et.al[2011]

Grdaient,
Structural,
Concavity

Binary
Vector

Matching
83.07

100 Shaw et.al[2008] Stroke based HMM 81.63

50 Parui et.al[2007] Stroke based HMM 82.89
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In Malayalam isolated character recognition achieves 99.78 % accuracy.

Major works in Malayalam character recognition are shown in Table: 2.4.

To the best of our knowledge there is no major work reported for Malayalam

offline handwritten word recognition.

Table 2.4: Advancement Towards Malayalam Character Recognition

Methodology Features Classifier Dataset Accuracy

Jomy et.al
[2014][87]

Gradient SVM
18000/
90 classes

97.72

Raju et.al
[2014][88]

Gradient
RLC
Centroid

MLP
19800/
44 classes

99.78

Binu P et.al
[2011][89]

Division
Point

SVM 49 classes 95.36

Lajish et.al
[2008][90]

State Space
Point Distribution

MLP 44 classes 73.03

2.5 Existing Supplementary Tools

Kaldi Toolkit

This toolkit [91] can be used for the decoding from the observations of

RNN/HMM with a language model. Both Windows and Linux versions

are available.

OpenFst

Weighted Finite State Transducers(WFST) are useful in Word Segmenta-

tion, Word Recognition, Language Model especialy in decoding.OPenFst [92]

is a library to implement WFST.
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SRILM

SRI Language Modeling(SRILM) [93] toolkit is used for creating the lan-

guage models.

Eesen

Eesen toolkit[94] originally developed for automatic speech recognition in

end-to-end manner. It is useful for decoding purpose after the optical model

in Handwriting recognition.

RETAS

RETAS is a text alignment scheme originally designed for the word align-

ment of scanned books [95] [96].

HTK

HTK(HMM toolkit) [97] can use for implementing Hidden Markov Model.

RNNLIB

RNNLIB [98] is designed by AlexGraves for the implementation of LSTM

networks for online/offline handwriting recognition.

2.6 Summary

The overall word recognition method found in literature is shown in Fig-

ure 2.1

Lot of research works are happened in non-Indic scripts, where in Indic

scripts only Bangla and Devanagari produce fruitful results. The major
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Figure 2.1: Handwriting Recognition Methods

reason may be the lack of dataset. So this survey explains in detail about

the useful datasets and toolkit avialable in the web repository.





Chapter 3

The New Dataset-JMHRDB

Amazing things happen when you pull individual pieces of information together

into larger linked datasets: meaning emerges, as you produce facts from figures.

Ben Goldacre

3.1 Introduction

Data is the important factor in all machine learning applications. In Malay-

alam there is no well known or standard dataset available for offline hand-

written word/document recognition. This chapter explains about the new

handwritten Malayalam database. JMHRDB is an abbreviation of Jino

Malayalam Handwriting Recognition Data Base, which consists of a dataset

of words(JMHRDB1) and another dataset of birth certificate application

forms(JMHRDB2). It is suitable for word/ document level recognition for

the purpose of research/ commercial design of the applications.

31
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3.2 Malayalam Script: An Overview

Malayalam is one of the twenty two scheduled languages of India and was

declared as a classical language by the Government of India in 2013 [99].

Spoken by around 35 million people, it is the official language of Kerala

province, union territories of Lakshadweep and Puducherry. The script in

which the language is written is also called Malayalam and it is one among

the ten major official Indian scripts. It is derived from Grantha, an in-

heritor of ancient Brahmi script. Malayalam script is alpha-syllabic and

non-cursive in nature. Its basic character set consists of vowels and conso-

nants. Each vowel has an independent form and another dependent form

except the first vowel (“A/a/”) which has no corresponding dependent

form. Dependent vowel signs do not appear on their own. Such a vowel

appears as a diacritic attached to a consonant. These are composed of one

or more glyph pieces which appear either to the left, right or both sides of

a consonant.

A new reformed Malayalam script was introduced in the year 1971 by

an order of Kerala Government on the basis of recommendations made by

Committees formed for this purpose. In this reformed script, the number

of glyphs had been reduced substantially for the ease of printing and type-

writing. The basic reforms include (i) substitution of irregular ligatures by

corresponding sequences of basic glyphs and (ii) replacement of severely

complex shaped conjucts (combinations of multiple characters) by the cor-

responding sequences of separated basic characters and diacritic [100].

Although textbooks recommended by Govt. sponsored schools follow this

new script, in practice, this is followed only partially in daily writing in

Malayalam. In the present scenario, both printed and handwritten texts

appear to have a mixture of characters from both old and new scripts. It

makes their automatic recognition a more difficult task.
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3.3 JMHRDB1 lexicon

Offline handwritten Malayalam word sample dataset developed as a part

of the present study is based on a lexicon consisting of 241 city (Panchay-

ath) names and another 89 words selected from Sabdatharavali Malayalam

Dictionary. List of lexicons is shown in table 3.1 and table 3.2

Lengths of words of the present lexicon vary widely – its shortest words

consist of 2 characters while its longest word has 15 characters. Frequencies

of words versus their lengths in this lexicon are shown in Figure 3.1.

Figure 3.1: Character Length Versus words

According to a treatise of Malayalam grammar [101], the new script

has 97 symbols: 36 consonants, 5 pure consonants, 13 vowels, 13 depen-

dent vowels, 4 consonant signs and 26 compound characters. The present

lexicon includes all of these symbols. In addition to this, words of the

present lexicon set include 13 compound characters of the traditional (old)
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Table 3.1: Lexicon with Class ID(1-168)

1 ASr± 2 BdºnSm 3 BdÃnSm 4 Adba®

5 Bdqe 6 B\·c 7 AÕqtXºm 8 B\o·nSm

9 Bc·qk 10 Aco·qjw 11 Acr·qÊo 12 AcqenÃqdw

13 Bcy¹nem 14 AXocÃoÉo 15 BÊoº² 16 Buendo

17 Abodr± 18 AÇÄqk 19 Akpu·nSm 20 AkqX

21 _ndqubco 22 õcWo·nem 23 NSbawKdw 24 Nndoubco

25 Nºucn¿m 26 Nne·nSm 27 tNIynSm 28 tNÈn\w

29 tNÄm 30 tNºÁr± 31 tNlobaq¾w 32 tNlqÁobrcm

33 tNlqeBr± 34 Nouºndo 35 NoÊn± 36 NoÊr±

37 Nolbo°Ipkm 38 tNnFÁr± 39 tIn»o 40 [±ÅSw

41 FS·nSm 42 CSaqjbm·² 43 FSÃÊ 44 CSe

45 FSeodºm 46 CjanSm 47 Fj¹qÁÃqk 48 FjeÉo

49 Gl¿m 50 FcqatÃ½o 51 CcoÄojobw 52 ISdq¾o

53 ISÄkoÃqlw 54 IXocr± 55 ISq¿qcq¿o 56 IÈynubco

57 IÈr±·nSm 58 InÕobn± 59 Iºk 60 IWobnÄÊ

61 IB}Ä 62 IncnIqlqbo 63 Ico¹qÁw 64 IcqwIqjw

65 Inh±uInSm 66 I½Ã\ 67 IejºnSm 68 IÇr±

69 IpYnSm 70 Iok·Ädw 71 tInSwXqcq¿m 72 tInSqeÉo

73 tInÈbo² 74 uInºnSm 75 Ircn»q¾m 76 Ir½odºnSo

77 uInXawKdw 78 uIn½nº² 79 uIn½bw 80 uIn½qIndm

81 tInbodn¾o 82 Iqdq·Èr± 83 IqÄjw 84 Iq¼oawKdw

85 Iqlqan¿r± 86 Iq¿Ár± 87 IqÊynSo 88 IqÊou·n²

89 Iqk²aÀw 90 aSer± 91 aSott· 92 adÃqlw

93 aÄnSm 94 awKdw 95 anWo·² 96 a¼Ér±

97 auÕf|cw 98 an¹qjw 99 anln·c 100 ancnco·qjw

101 acobn]qcw 102 an½r² 103 aÇ\nSm 104 ap\»o²

105 uadSo 106 uadod 107 uaÃbr± 108 tanuIco

109 aqÁobr± 110 tanlbr± 111 aqiÅ 112 aqjÐqcq¿o

113 aqu¾co 114 a®ulnXqcq¿m 115 aqu¿ndo 116 aq½n±

117 arenÊq]qk 118 tta\nKÃÉo 119 \Sqeo² 120 \uÈÃoÉo

121 Rnl·² 122 \co·q\o 123 t\SqaºnSm 124 t\Sq}Äw

125 u\aw 126 t\ÇnÊo°Ic 127 eS·° ]ler± 128 HjeB

129 HÕobw 130 HÊr± 131 ]Sobr± 132 ]nboÃnSm

133 ]nd·qk 134 ]Éo»² 135 ]Éo·c 136 ]Éoenh²

137 ]nÄnSo 138 ]\ºnSm 139 ]\bw 140 ]nuºnSm

141 ]ÁyÁr± 142 ]nÃo\oubco 143 ]cÃ 144 ]nlbnd

145 ]cqXr± 146 ]½nko eSu··c 147 ]eou}Xf|cw 148 ]pcquaSm

149 u]cbw 150 t]couºn½qIqlobo 151 t]cqan½o 152 t]cqÄjw

153 ]oleÐr± 154 u]ncr± 155 u]n¿qIÈm 156 ]qXq·nSm

157 ]qjo·² 158 ]q²ÃÊ 159 ]qÁbr± 160 ]qluaco

161 ]q¿° uedo·c 162 ]qkbm·² 163 cnaawKdw 164 lnÁo AºnSo

165 fnhmXnwuIn½ 166 tgn±Br± 167 }fpard\Kcw 168 Xn\njr±
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Table 3.2: Lexicon with Class ID(169-330)

169 XIko 170 XdÃdw 171 Xdbnkw 172 XBp±aq·w

173 tX·qwIc 174 tXÁd 175 XocqanlnSo 176 Xocqendo

177 Xocqe\Ð]qcw 178 Xocqen±Ãm 179 tXnSobr± 180 Xs·duºnSm

181 XqÄa® 182 XocrcºnSo 183 Xs}]uºn½r± 184 XqFr±

185 eSu··nSm 186 e·w 187 eÉu¿n³ \K± 188 ena\]qcw

189 enWobwIqjw 190 enctÃ½o 191 enSn\ÃÉo 192 enkbr±

193 te»r»ol 194 tejo\Èr± 195 teÉlS 196 teÉou\ko

197 uejr·c 198 teºn\r± 199 ueºr± 200 eoPb]qcw

201 uen±·nSo 202 e¾r± 203 eoXqc 204 Gcr±

205 DÉr± 206 Iqj¿r± 207 t]cqÄner± 208 uNcn\Èr±

209 ttI\Ico 210 ttIÃlÄm 211 ttIÃawKdw 212 tInÈw

213 tInSqenbr± 214 tInSqºÈr± 215 Nol·nu·nSm 216 uInkou·nSm

217 ]qÁ}] 218 Xs}]bn± 219 Xsbr± 220 u]cn}Ä

221 BZo»\Èr± 222 APn\r± 223 ¦·c\nSm 224 BdÃqk

225 Blîqj 226 Bcyu¹nSm 227 _UobSq· 228 _jn²

229 u_jr± 230 _q[\r± 231 GdÃnl 232 Gdr±

233 Gko·c 234 IqdufJc]qcw 235 aqJ¿d 236 HÊufJcawKdw

237 GÊqan\r± 238 AÕ² 239 ¨»ol 240 HÈr·c

241 DZbKoco 242 DZb]qcw 243 ^n¿oa 244 QIncw

245 Q¹ncw 246 QSQS 247 LSII¸o 248 LSIw

249 LS\ 250 LSo 251 L\w 252 L\Pdw

253 OKWw 254 OÀw 255 O±¥o 256 Vw

257 V· 258 V·co 259 \nY° 260 JZ±

261 JP\nem 262 Jcw 263 asthi AÙo 264 ^·p±

265 ^dw 266 ^dIw 267 DZcwõco 268 DZnicWw

269 D¥7° 270 DZbháy 271 ¤½o 272 ¤Ww

273 ¤Ð 274 ¤ÐÃ\ 275 ¤b² 276 IY

277 ¥V 278 ¥® 279 EWw 280 EPqucJ

281 EfyfswK° 282 ¦f|cyw 283 ©Zncyw 284 ©Phyw

285 ¸WoXnem 286 ¸Ww 287 ¸na_¿ 288 Rº³

289 Rn¼r³ 290 Zq±¥f 291 Zq±Ã\w 292 Zq±\

293 Zq±\qWw 294 Zq±\áw 295 ]nTw 296 Uh°

297 [\oI° 298 [cn[cw 299 [±a]Yw 300 ufnõ

301 ufnõ\ 302 ufnõ\w 303 ufng 304 h¹p±Ww

305 h±\w 306 hwincw 307 hwioX 308 hwincar±¿o

309 hqKáw 310 hqKáo 311 hqeoufgw 312 IYIjo

313 ubnªn 314 KcqV° 315 enMmabw 316 ]q\x]q\x

317 ZqxJw 318 ^pi 319 8p\w 320 ñneoIm

321 uÃ±w 322 B8nZw 323 un\o 324 Bo]mXw

325 u£nKm 326 fmafn\w 327 I6o 328 enMmab

329 enMmaqJw 330 enMmardw
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Malayalam script. The occurrence frequencies of these 110 symbols (can

represent in unicode) in the present lexicon are shown in figure 3.2.

The set of first 20 characters occurring most frequently in our lexicon

is in agreement with similar results presented in the study of [102].

Figure 3.2: Malayalam Characters & Frequency in One form
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3.4 Data Collection

Collection of offline handwriting data is relatively easy because it will get

from scanning some existing forms. Some of the problems with this type of

data collection is the difficulties to include all the characters and the dataset

should balanced with frequency of the characters that occurs in common

use. So we collected data in three ways from 1) Special Designed Forms 2)

Birth Certificate Forms and 3) Redesigned Birth Certificate Forms. Spe-

cialy designed forms are shown in Figure 3.3. All the writers are asked

to write the words given in the left column of the form to the right side.

Enough space provided in each box to write the words in unconstrained

manner. To identify variations in the handwriting the same writer was

asked to fill two forms in different time period. Numbering Pattern Fol-

lowed for the forms are Userid and Userid 1 as shown in the top left of

figure: 3.3. Since we are distributing specially designed forms the ground

truth of the handwritten words can be achieved from the form itself.

Data collected through distributing forms to people belongs to different

age groups.

3.4.1 Form Processing

One of the most essential preprocessing steps is skew correction, if it is

presented in the scanned document/ form images.

Skew Correction

This is an important preprocessing step. Skewed forms while scanning are

deskewed as shown in figure 3.4a and 3.4b.
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Figure 3.3: Sample Form

(a) Skewness with -19.49 degree
(b) deskewed with 19.49
degree

Figure 3.4: Example for Skewed and Deskewed Documents

Word Extraction

Manual extraction of the line/ word/ characters from form is a time con-

suming process. So we automated the process of word extraction through

program. All the extracted words are verified and corrected some of the
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samples manualy.

The schematic daigram of word extraction and labeling is shown in

Figure 3.5

Figure 3.5: Schematic Daigram of Word Extraction and Labelling

3.4.2 Samples of JMHRDB1

Samples of JMHRDB-1 were collected from a group of 99 natives belonging

to different sections of the population with respect to age, sex, education,

profession and income. Writers of its samples had age in the range 10 to

60. The set of writers consists of both left handed and right handed ones.

They were asked to write the words of a given lexicon set on a specific form

printed on A4 size paper. Header part of this form was used to collect

information about the writer such as name, age, qualification, signature

etc. So the present database can be used for several other applications of

handwriting analysis. There were 45 writers who wrote the samples from

lexicon 1− 314 at two different points of time and the remaining 4 writers

wrote it only once. Lexicon 314 − 330 was written by another set of 50

writers, 44 writers wrote twice and 6 writers wrote once. The form was so

designed that automatic extraction of individual word samples should be

easy. Writers used their own pens. Filled-in forms were scanned using a

flatbed scanner at 300 dpi. Automatically extracted samples were manually

checked for necessary corrections. A few (20) word samples from the present

database are shown in Figure 3.6. Each word sample of this figure belongs

to a distinct word class. It consists of pairs of classes of similar shapes. As

for example, the pair of words belonging to (1st row, 1st col) and (2nd row,
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Figure 3.6: A few samples (each belonging to a distinct word class) from
the present database – these provide a broad idea of the interclass similarity
present in our database.

1st col) have similar shapes. Similarly, the pair of words belonging to (3rd

row, 1st col) and (4th row, 1st col) looks similar.

This database consists of 31,020 handwritten Malayalam word samples.

According to the study [103], the frequency of occurence of various charac-

ters and symbols in Malayalam text ranges from 9.19( ) to 0.00078(Q).

According to the frequency of occurence 90th percentile is the character

and symbol is “Å/mma” with frequency,v = 0.18%

sample for proportions

n =
Z2pq

e2
(3.1)

Estimated proportion of an attribute, p = 96.24% q = (1− p) = 3.76%

with a 95% confidence level and ±5%

n = 1.962∗0.9624∗0.0376
0.052

= 55.60522

Total minimum sample size, N = n
v = 55.60522

0.0018 = 30892
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so the minimum sample size required to cover atleast 90% symbols is

30892, so we select 31020 samples. Also we ensured that all the symbols

from new reformed script is present.

The entire database is divided into training and test sets. Samples

provided by 60 writers forms its training set while the samples of remaining

39 writers forms the test set. The training and test sets consist of 19,800

and 11,220 samples respectively.

Total number of writers contributed to the entire dataset is 199, Number

of writers contributed to JMHRDB1 is 99. The percentage of writes of

samples is shown in Table 3.3 and Table 3.4.

Table 3.3: Percentage of writes in JMHRDB1

Number of
Writers

Samples
Percentage
of writes

(%)

45 28260 91.10

4 1256 4.04

44 1408 4.53

6 96 0.309

Table 3.4: Percentage of writes in JMHRDB2

Number of
Writers

Number
of

Forms

Type of
Forms

Percentage
of writes

(%)

50 50 Original 50

50 50 Redesigned 50
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3.4.3 Details of JMHRDB1

Analysis of the Dataset

The distribution of data in Age,Gender,Handedness is shown in figure:3.7a,3.7b

and 3.7c

(a) Age Wise (b) Gender Wise

(c) handedness

Figure 3.7: Analysis on Dataset

Ground Truth

Gound truth is essential for the dataset, all the filenames are annotated

with its unicode, malayalam, grapheme level and filename as shown in

Figure 3.8. Individual handwritten word image in the database comes with

the follwing Ground Truth Information

• Malayalam Word in UTF-Encoding
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Figure 3.8: Ground Truth of One Image in the Dataset

• Malayalam word as character sequence in two ways

Grapheme Level

Unicode level

• Number of words (handwritten images)

classwise

Train/Test statistics

• Author identifier, age, gender, profession (annotated manually)

Word sample “adoor/ASr±” written by various people with their per-

sonal details are shown in Table: 3.5
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Table 3.5: Some Samples of “ASr±” From The Dataset with Personal De-
tails

Sahil C S,Age:17
SSLC,Male

Anupama, 31
MBA, Female
University Assistant

Valsala Devi,61
MSc, Female
Retd.Govt.Employee

M K abdul Sathar,57
BA,Male
LIC Agent

Sanam K S,17
Plus Two,Female

Nahaz M Z,18
Plus Two, Male

Varghese P,25
MBA,MVoc,Male
Asst. Manager

Musammil,16
SSLC,Male

Rose Merin Rens,15
SSLC,Female

Deepa,41
MSc,BEd
HSA

George Kutty M,57
MA, BEd,Male
HSA

Arshad M H,10
Male

Shyam Sundhar,28
MSc, Male
Research Scholar

Shamitha K,48
SSLC,Female
House Wife

Post Processing

Some of the samples required post processing are shown in Table 3.6 with

their corrected version. For those samples the touching lines are extracted

manualy.
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Table 3.6: Corrected Samples

Segmentation
Required

Corrected
Segmentation
Required

Corrected

3.5 Document Image Dataset-JMHRDB2

This dataset developed for the experimentation of application form recogn-

tion. We selected birth certificate application form because its wide use

in hospitals. Geometric structure of the application forms are redesigned

for the purpose of automation. This dataset consists 50 form samples of

actual and 50 form samples of redesigned forms.Thus a total of 100 writers

contributed to this dataset. In the actual form, segmentation to the lines

and words are a complex process. The presence of two scripts in the same

form side by side make this process more difficult. Space to fill the de-

tails is the major constraint. So in the present scenario manual corrections

are required in filled up forms. Samples of a handwritten word sample

(name of the person) from the same document is shown in Figure 3.9a and

Figure 3.9b.

These words are extracted from the form shown in Figure 3.10. The

segmentation and correction of the data in these type of forms are done

manually. So for the automation, we proposed a new redesigned form and

collected data in it. With the redesigned form the automation was made

easier and the segmentation process is also not complex. The processing
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(a) Name of a Person in
single line

(b) Name of person in
two lines

Figure 3.9: Challenges- Segmentation and Recognition of Form Data

of the documents is explained in Chapter 7. Redesigned form is shown in

Figure 3.11.
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Figure 3.10: Actual Form
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Figure 3.11: Redesigned Form

3.6 Analysis of JMHRDB2

Age,gender, handedness wise analysis of JMHRDB2 is shown in Figure: 3.12a,Figure: 3.12b

and Figure: 3.12c
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(a) Age Wise (b) Gender Wise

(c) handedness

Figure 3.12: Analysis on JMHRDB2

3.7 Summary

In this chapter we discussed about the newly developed Handwritten Dataset

of Malayalam Words and Birth Certificate Forms. Some of the unique char-

acteristic of the dataset are 1) Ground truth is provided for all the extracetd

word images 2)Specially designed Birth certificate form suitable for auto-

matic data extraction is provided 3)Data available in “tif” image format

and “hdf5” file format. Some of the data collected from the people who are

staying outside Kerala for more than 10 years. 199 individuals contributed

to this database. The dataset is available for further academic/non prof-

itable research on a request basis.





Chapter 4

Lexicon Specific Recognition

Using Deep Architecure

“The speed of change makes you wonder what will become of architecture.”

Tadao Ando

4.1 Introduction

Deep learning composed of several architectures and the proliferation of the

number of architectures viz. the commercial availability of Graphical Pro-

cessing Units(GPU) in much affordable rates.These architectures consists

of several layers with specific function and can be added in a hierarchical

manner. If the depth of the layers increases, the architecture can be la-

belled as “Deep Architecture”. Deep architectures are apt for computer

vision and Advanced Natural Language Processing Problems beacause its

ability to extract suitable features which in turn increase the accuracy and

reduce the processing time in future perspective.

51
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4.2 Deep Architectures

It is hard to decide on the most suitable feature vector for sufficiently suc-

cessful recognition by handcrafted feature selection. As an alternative, raw

image of handwritten samples may also be fed at the input layer of deep ar-

chitecures and the network may be allowed to learn to discriminate samples

of different classes. It has now been well established that CNNs are capable

of learning efficient discriminative features needed for a classification task.

The deep architectures are good in feature selection and classification. In

the following sections we are discussing the two deep architectures that give

better results.

4.2.1 Convolutional Neural Network

Convolutional Neural Networks are designed in several ways, the fore-

most architecture was LeNet designed by Yann Lecun [104] to recognize

handwritten digits. Later several architectures comes like Alexnet [105],

ZFNet [106] and GoogLeNet [107] for the classification of images.

The architecture of Convolutional Neural Network includes one or more

convolutional layers precedes maxpooling layer. Maxpooling operation sub-

sample the output of the previous layer by taking the maximum value in a

sliding window(rectangular neighbourhood). The movement of the sliding

window is determined by a hyper parameter called stride. If the stride

value is 2 and sliding window size 2× 2(maxpooling kernal size), the max-

pooling layer convert the two dimensional array to half of the size, which

is invariance to translation [108].

The input to the architecture can be one dimensional or two dimensional

vectors. Generally in documents, it will be gray scale image with size h×w
where h is the height and w is the width of the image. The number of filters

used in the convolution layers can be n, of size hk × wk where hk < h and

wk < w. The kernels are convolved with the image and produce n feature
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maps of size (h− (hk − 1), w − (wk − 1)). To retain the size of the image,

usually padded with hk− 1 zero’s in height wize and wk− 1 zero’s in width

wise.

The last layer is normally a fully connected layer with softmax as the

activation. Usually, a deep CNN architecture involves a large number of

connection weights and thus its proper training requires a significantly high

volume of training samples which often stands as a bottleneck of using sim-

ilar learning strategies in handwriting recognition tasks. A solution to this

problem is the use of transfer learning strategy [109], where a moderately

trained CNN is used for feature extraction and the values computed at its

last convolution or sub-sampling layer are fed as features to another clas-

sifier such as a support vector machine (SVM) which has the capacity of

being sufficiently trained based on a relatively smaller number of samples.

Recently, similar transfer learning strategy has been used [110] to recognize

handwritten numerals of several Indian scripts such as Devanagari, Bangla,

Telugu and Oriya.

A fully connected Multi Layer Perceptron (MLP) can successfully rec-

ognize handwritten samples when these are fed with efficient discriminative

feature vectors. Such feature vectors are usually handcrafted ones and it is

obviously hard to decide on the feature vector which should lead to suffi-

ciently successful recognition. As an alternative, raw image of handwritten

samples may also be fed at the input layer of an MLP and the network may

be allowed to learn to discriminate samples of different classes. However,

the number of connection weights of such a network must be huge, partic-

ularly when the number of classes of the underlying recognition problem is

large. Thus, training of such a heavy network requires a large number of

labelled samples which is difficult to arrange.

An alternative to the use of MLP for handwriting recognition disregard-

ing selection of feature vector is the use of a convolutional neural network.

It has now been well established that CNNs are capable of learning efficient

discriminative features needed for a classification task. Since the lower part
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of a CNN architecture is not fully connected, these involve smaller number

of connection weights than its MLP counterpart. Moreover, if a CNN is

used only as a feature vector extractor leaving the classification task to

another suitable tool such as the Support Vector Machine (SVM), then the

CNN need not to be sufficiently trained and it helps to get the job done

even with the availability of a limited number of training samples. Such a

strategy is known as “Transfer Learning” [111]. On the other hand, it has

now been established that the larger depth of a CNN architecture trans-

lates into its performance [112]. However, there is a limit of the depth of a

CNN beyond which the network fails to be trained successfully due to the

well known problem of vanishing / exploding gradients [113].

The different hyperparameters used and their values are shown in Table:4.1

Output of the first, second, third and fourth Convolutional Layers is shown

Table 4.1: Hyper parameters

parameter value

Depth 30,35,40,45

Stride 1

zero-padding None

Batch Size 32

in Figure 4.1. First convolution layer produces 30 feature maps and in some

of them produces foregorund and back ground separation.Second layer con-

vloution produces 35 feature maps and capture edges and structural fea-

tures of the image. Third and fourth convolution layers capture more fine

details.

Proposed Approach

The work flow of the proposed recognition approach includes a brief pre-

processing stage followed by feature extraction using a CNN and finally
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(a) Output of First Convolu-
tional Layer

(b) Output of Second Convolu-
tional Layer

(c) Output of Third Convolu-
tional Layer

(d) Output of Fourth Convolu-
tional Layer

Figure 4.1: Output of Convolutional Layers

classification with the help of a SVM. Details of the approach are pre-

sented below. Further details of CNN and SVM can be found in [104] and

[114] respectively.

Preprocessing

In traditional approaches of offline handwriting recognition, several prepro-

cessing operations are performed on input samples to reduce the variations
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in their images. However, similar preprocessing modules do not have much

role in CNN based recognition approaches because the design of a convo-

lutional neural network architecture has the inherent capacity to handle

various sources of variations in input samples. The only preprocessing op-

eration required to be performed before feeding the samples to a CNN

architecture is size normalization because the input layer of such a neural

network has certain fixed size. In the present study, we experimented with

several choices of the size of input layer and observed 64×100 input layer

as the optimal size. Thus, in the present approach, the preprocessing stage

involves (i) cropping the minimum bounding rectangle of the input word

image and (ii) size normalization of the cropped image to the size 64×100

using bicubic interpolation[115].

CNN architecture

The convolutions operation, S(i, j) of handwritten image, I and a kernal,

K of size(m,n), can be defined as Equation (4.1) [108]

S(i, j) = (I ∗K)(i, j) =

m∑
p=0

n∑
q=0

I(i+ p, j + q)K(p, q) (4.1)

The deep architecture of the CNN used in the present task of offline

handwritten Malayalam word recognition consists of 10 layers: 4 convolu-

tion layers, 4 subsampling layers and a fully connected part which includes

1 hidden layer and an output layer. A diagram of this architecture is pro-

vided in Figure 4.2.
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Figure 4.2: Proposed architecture of the convolutional neural network
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Size of the input image to this network is 64×100 on which 5×5 ker-

nel with stride 1 is used to generate 30 feature maps each of size 60×96

at the first convolutional layer C1. Maxpooling based on non-overlapping

2×2 kernel on these feature maps produces 30×48 feature maps at the sub-

sampling layer S2. Next, we apply convolution operation using 5×5 kernel

with stride 1 followed by maxpooling with non-overlapping 2×2 kernel to

obtain 35 feature maps of size 26×44 at second convolutional layer C3 and

the same number of feature maps of size 13×22 at the second subsampling

layer S4 successively. Output of the third convolutional layer C5 consists of

40 feature maps of size 10×18 and these are obtained by using 4×5 kernel

at stride 1. These are next reduced to the size 13×22 at the subsampling

layer S6 with the help of maxpooling based on the same non-overlapping

2×2 kernel. Finally, 4×4 kernel at stride 1 is used to obtain 45 feature

maps of size 2×6 at the convolution layer C7 and maxpooling as before is

used to obtain 1×3 feature maps at the last subsampling layer S8. There

are 135 values at S8 which are fed as input to the fully connected part of

the network. This part has a hidden layer of 128 nodes and an output layer

330 nodes which is the number of underlying word classes.

We arrived at the above architecture of the CNN based on simulations

of a large number of various architectures and the present architecture

provided an optimal performance on the dataset described in Chapter 3.

Activation used in all the convolutional layers and fully connected layer is

ReLU (Rectified Linear Unit) [105]. ReLU is more suitable for deep con-

volutional neural networks because it is much faster than other activation

units like tanh [105].

Activations used in the output of convolutional and first fully connected

layer is ReLU. The equation 4.2 is a typical ReLU acivation function, where

a is the input to the activation.

f(a) = max(0, a) (4.2)
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Final layer use softmax as the activation function[116] as shown in equa-

tion 4.3, where fi(y) is the output of ith node in the final layer. It ensures

the sum of all the outputs is 1 and the predicted value in between 0 and 1.

fi(y) =
ezi

330∑
j=1

ezj

(4.3)

Categorical cross entropy is used as the loss function viz. if tj is the

target value and yj is the predicted value, it can be calculated defined in

equation 4.4.

f(tj , yj) = −
∑
j

tj log yj (4.4)

Training of the CNN

Intialization of the weights to neural network is important because if it is

too small, then the signal shrinks as it passes through each layer and if

the weights in a network starts too large then the signal grows. Weights

of the CNN were initialized with glorot or xavier uniform initializer [117].

Gradient descent is the most popularly used method for training of neural

networks. In the literature, there exists different algorithms for optimiza-

tion of gradient descent training of neural networks. These include (i) batch

gradient descent which updates the connection weights after each epoch,

i.e., after presentation of the whole set of training samples to the network,

(ii) mini-batch gradient descent which update the network weights after

each presentation of a batch of n training samples and (iii) stochastic gra-

dient descent, popularly known as SGD [118], which randomly selects a

training sample at each iteration for presentation to the network and each

time the weights are updated. In the present implementation, we used

mini-batch gradient descent variant with batch size equals to 32.

Our experiments show that adadelta [119], one of the gradient descent

optimization algorithms giving better performance or learning compared
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to SGD (Stochastic Gradient Descent). In adadelta it is taking only the

running average of gradient [119]. Let us consider the gradient as gt, Ac-

cumulate Gradient using equation 4.5

E[g2]t = γE[g2]t−1 + (1− γ)g2
t (4.5)

Compute update using equation 4.6

∆αt = −RMS[∆α]t−1

RMS[g]t
gt (4.6)

Where RMS[g]t] =
√
E[g]2t + ε

calculate Accumulate update through equation 4.7

E[∆α2
t ] = γE[∆α2]t−1 + (1− γ)∆α2

t (4.7)

Apply update using equation 4.8

αt+1 = αt + ∆αt (4.8)

In our experiment, we use γ = 0.95 and ε = 1e − 08, since mini-batch

gradient descent algorithm cannot guarantee convergence of the training at

a good local minimum, different additional strategies are adopted by the

practitioners for the required effective training of the network.

A deep convolutional neural network involves a large number of param-

eters. Thus, the problem of overfitting occurs in situations when there are

only a limited number of training samples. Although the deep learning

strategy had shown its promising performance in various applications, the

two major issues of this strategy are (i) overfitting and (ii) computational

burden of its training algorithm. Effect of computational burden has, in

the meantime, becomes manageable due to the availability of high speed

GPUs. On the other hand, various regularization techniques have been

experimented in the literature to avoid the overfitting problem. Dropout
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is a comparatively new regularization technique that has been more re-

cently employed in deep learning [120] to get rid of this problem. The term

‘dropout’ refers to dropping out units in a neural network during training.

By dropping a unit out, we mean temporarily ignoring it from the learning

task along with all its incoming and outgoing connections. Units of the

network for dropout are chosen randomly. In the present implementation,

each unit of the network is dropped out with the probability 0.2.

Data augmentation [120] is another strategy which is used to prevent

overfitting of deep neural network architecture. Here, we randomly apply

one of the transformations from (i) rotation (-5◦ to +5◦) and (ii) Gaussian

noise with variance 0.2, before feeding a training sample to the network.

Stopping of training epochs of a neural network is another crucial issue

for its successful application. We used a validation set of samples for this

purpose. In fact, 20% of the training samples of each class is selected

randomly to form the validation set and the remaining training samples

were actually used for adjustment of connection weights. Initially, the

network error on validation set remains high and this gets decreased as the

training progresses but after a certain number of iterations, the validation

error starts increasing and this is the instant when we stopped training and

obtained the network performance on the test set.The training/ validattion

loss/ accuracy is graphically plotted in Figure 4.3.

Support Vector Machine

In the literature, support vector machines (SVM) have been established as

an efficient classification model even in the presence of a limited number of

training samples. It maps input samples into a higher dimensional space

where an optimal separating hyperplane is constructed. Since its computa-

tion involves solving a quadratic programming problem, SVM does not have

the difficulty of the existence of multiple local minima unlike the gradient

descent based learning method of CNN architecture.
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(a) Train/Validation Loss

(b) Train/Validation Accuracy

Figure 4.3: Error-Accuracy Curves

Traditionally, SVM is a two-class classifier. It solves multiclass classi-

fication problem using one of the two strategies: “one-versus-all” or “one-

versus-one”. In the present task, we used the latter strategy. In this strat-

egy, n(n− 1)/2 classifiers are constructed for an n-class classification prob-

lem and each one is trained by using samples from the two classes. Finally,

results of all these 2-class classifiers are combined to reach at the decision.

SVM uses the well known kernel trick. A kernel provides the simi-
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larity of two inputs to it as the output. Usually, an implementation of

SVM provides various options for the kernel function such as (i) linear, (ii)

polynomial, (iii) RBF etc. In the present task, we used RBF kernel [121].

This kernel involves two parameters which are often denoted by C and γ.

We obtained the suitable values of these two parameters by a grid search

strategy [122].

An SVM as described above has been trained using the 135 feature

values computed at the last sub-sampling layer S8 of our CNN architecture.

Since the training of SVM does not need any validation sample set, we have

used the entire set of 19,800 training samples for training of the SVM. In

the recognition phase, feature vector of an unknown (test) sample is first

generated by the CNN at S8 layer of the CNN which is next fed to the

SVM to get its classification output.

Evaluation Metric

Let TP is the number of True Positives, TN is the number True Nega-

tives, FP is the number of False Positives and FN is the number of False

Negative. Accuracy is calculated using the Equation (4.9)

Accuracy =
TP + TN

TP + FP + FN + TN
(4.9)

Result-CNN

We have simulated the proposed holistic approach of handwritten word

recognition on (i) our database of 330 class handwritten Malayalam words,

(ii) two databases of 114 class handwritten Marathi legal amount words

and (iii) another database of 106 class Hindi legal amount words. Results

with Malayalam Datasets are explained in Table 4.2.

Here, we obtained recognition accuracy percentage of the proposed ap-

proach on the test set of 11,220 handwritten samples corresponding to 330
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Table 4.2: Result Analysis-CNN with JMHRDB1

Dataset
(D)

Accuracy
(CNN)(%)

SVM( %)
Dataset

(D)
Accuracy
(CNN)(%)

SVM(%)

D1(1-100) 96 97.1 D1 ∪D2 95.7 96.9

D2(101-200) 96.6 97.9 D1 ∪D3 96 97

D3(201-330) 95.4 96 D2 ∪D3 96.1 97

D1 ∪D2 ∪D3 95.74 96.90

classes of Malayalam words. The hybrid architecture consisting of CNN

and SVM provided 96.90 % recogni- tion accuracy on this test set while

the CNN alone provided 95.74 % accuracy.

The result analysis with different values of depth is shown in 4.3

Table 4.3: Results with different hyper parameter-depth combinations

Depth D1 ∪D2 ∪D3

30,35,40,45 96.90

25,30,35,40 95.4

15,20,25 89

An analysis of misclassified words shows that when a word is misclas-

sified as another word in the lexicon, these two words have necessarily a

common character string. Examples of a few such word pairs are shown in

Table 4.4.

The model implemented for the Malayalam Word recognition is also

simulated on a database of handwritten Hindi words used in [45]. The

lexicon size of this database is 106 and it consists of 8480 samples provided

by 80 writers. It contains all the possible words that one needs to use to

write a valid amount in Hindi language. The training set consists of 6360

word samples written by 60 writers and the remaining 2120 samples written

by 20 writers form the test set. A hybrid architecture similar to the one

used for Malayalam word database is trained for the present 106 class word

recognition problem and the recognition performance of the same is verified
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Table 4.4: Misclassfication scenarios of Malayalam words

Actual word Recognized Word

Malayalam Transliteration Malayalam Transliteration

BdÃnSm Alappad BdÃqk Alappuzha

Aco·qjw Arikkulam IcqwIqjw Karumkulam

tNºÁr± Chengannur ]ÁyÁr± Pannyannur

NoÊr± Chittoor HÊr± Ottoor

CSaqjbm·² Idamulakkal ]qkbm·² Puzhakkal

tInSwXqcq¿m Kodamthuruth ISqXqcq¿o kaduthuruthi

tInSwXqcq¿m Kodamthuruth aqjÐqcq¿o Mulamthuruthi

QIncw Dhakaram Q¹ncw Dhamkaram

EWw Wranam ¸Ww Kshanam

Figure 4.4: Samples from Hindi Dataset

on its test samples. We obtained 94 % accuracy on the test set of Hindi

valid amount word database which improves the existing state-of-the-art

accuracy value of 83.07% published in [45]. Results with Hindi datasets are

explained in Table 4.5.

Samples from the Hindi Dataset is shown in Figure 4.4.

The hybrid deep neural network model presented in this thesis has been

simulated on two handwritten word databases DB1 and DB2 [45] of Marathi

valid amount word used in bank cheques. The lexicon size of both of these

two Marathi word Databases DB1 and DB2 is 114. Samples of DB1 were

written by 90 writers while the same of DB2 were written by another 70
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Table 4.5: Result Analysis-CNN-Hindi

Author
Correctness

(%)
Error
(%)

Rejection
(%)

Reliability
(%)

Malakar[2017] 90.78 9.22 0 90.78

Jaydev[2011] 83.07 16.70 0.22 83.25

Proposed 94.0 6.0 0 94

writers. Compared to DB2, samples of DB1 are neat and legible. Word

databases DB1 and DB2 consist of 10260 and 7980 image samples respec-

tively. The proposed approach provided 93% and 92% recognition accura-

cies on DB1 and DB2 respectively, which improved the existing respective

state-of-the-art accuracy values of 85.78% and 78.79% [45]. Results with

Marathi datasets are shown in Table: 4.6

Samples from Marathi dataset is shown in Figure: 4.5

Figure 4.5: Samples from Marathi Dataset

Table 4.6: Result Analysis-CNN-Marathi

Author Database
Correctness

(%)
Error
(%)

Rejection
(%)

Reliability
(%)

Jaydev
DB1 85.78 10.48 3.72 89.10
DB2 78.79 18.62 2.57 80.88

Proposed
DB1 93 7.0 0.0 93.0
DB2 92 8.0 0.0 92
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4.2.2 Residual Network

The Deep Architectures suffer a problem with vanishing gradient or ex-

plosion. Also in deep architecture means more layers and obviously more

parameters, some times it may not help in training and produce errors.

Residual Network(Resnet) gives a solution with residual block. In the

original implementation of resnet it successfully implemented 18 to 152

layers[123][124]. Residual mapping accomplished through shortcut connec-

tions. These shortcut connections helps in backpropagation of gradients

and ensure faster training. Sample residual block is shown in Figure 4.6.

Figure 4.6: Residual Block

Consider the iput of the network is x and output is R(x). The residual

function F (x) = R(x)−x. So the actual output is R(x) = F (x)+x. Resnet

introduces identity connection between layers.

Resnet Architecture

Input image, I with size 64× 100 is fed to the first convolution layer C1 on

which 7 × 7 kernel with stride 2 is used to generate 64 feature maps with
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size 32×50. All the convolution layers are followed by Batch Normalization

(BN) [125]. In BN, normalize each mini batch by both mean and variance.

Various style in handwriting inputs of the same class may vary or the

distribution of the features may vary. It is known as covariate shift. BN

converts unnormalized values to normalized values and also enable us to

train very deep networks.

Mean, µ =
1

m

m∑
i=1

Xi

V ariance, σ2 =
1

m

∑
i

(Xi − µ)2

Xinorm = Xi−µ√
σ2+ε

, Where ε is included for numerical stablity and defined in

our experiments us 0.001

Xnorm = γXinorm + β, where γ and β are learnable parameters of model

The advantage of batch normalization are

1. Generalization

2. Network can trained with higher learning rate

3. Improved results

4. Initialization of the weights much easier

Maxpooling operation with 3× 3 kernel on these feature maps produce

16 × 25 feature maps at subsampling layer S2. Layer 3 and 4 together

known as residual block-1 consists of two convolutional layers with 3 × 3

kernel and 64 feature maps. Layers 5 and 6 together is known as residual

block-2 and consists of two convolutional layers with the same configuration

as residual block-1. Next Convolutional Layer C61 with 1× 1 convolutions

with stride 2 is used to match the size for add next residual blocks and it

produce feature maps with size of 8× 13. Layer 7 and 8 together is known
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as residual block-3 and consists of two convolutional layers with 3×3 kernel

and 128 feature maps. Layer 9 and 10 together is known as residual block-4

and it follows the same configuration of residual block-3. Next Layer C101

is used for size matching purpose,with a convolution of 1 × 1 and with a

stride of 2 produce a feature map of size 4× 7. Layers 11 and 12 together

is known as residual block-5 and consists of two convolutional layers with

3×3 kernel size and 256 feature maps. Layer 13 is used for average pooling

and in the final layer softmax is used as the activation function to predict

the output. Architecture of the proposed method with residual blocks are

shown in Figure 4.7.

The detailed schematic daigram of residual block is shown in Figure: 4.8.

Training of Resnet

The architecture, the parameters of network and proper training will give

a optimal generalization performance. The weights of CNN layers are ini-

tialized using He normal method [126]. For the optimization of the model

Stochastic Gradient Descent is used. Batch size selected is 32 and for

improving optimization, batch normalization is used after each convolu-

tion layer. Batch normalization [125] provide regularizing effect and thus

dropout is avoided in the implementation. Validation accuracy determines

the quality of generalization, so the 20% of the training samples(T ) are used

for validation. 15840 samples are used for training, 3960 samples are used

for validation and 11220 samples are used for testing(T ′). The Train/ Test/

Validation split is matching with the section 4.2.1. During training if the

validation accuracy doesn’t improves the learing rate is reduced. We use a

factor of 0.3162 and a patience of 5 epochs to wait and if there no improve-

ment, learning rate is reduced to learningrate×0.3162. Minimum learning

rate is fixed to 0.5e−6. To avoid overfitting the early stopping method is

implemented and if there is no improvement of accuracy by 0.001 for the

last 10 epochs, the training will stop. This network took 55 epochs for
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Figure 4.7: Resnet Architecture

convergence. Error Curves and Accuracy curves of training and validation

are shown in Figure 4.9.

Result Analysis-Resnet

Experiments are done in Malayalam dataset. The split of Training/ Vali-

dation/ Testing Data follows Section: 4.2.1. The result analysis of resnet

with Malayalam dataset is shown in Table 4.7.
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Figure 4.8: Residual Block Expanded

Table 4.7: ResnetResult

Dataset
(D)

Accuracy Dataset(D) Accuracy

D1(1-100) 97.32 D1 ∪D2 97.4

D2(101-200) 97.7 D1 ∪D3 96.6

D3(201-330) 96.1 D2 ∪D3 96.3

D1 ∪D2 ∪D3 97.53

4.2.3 Two Stage Classification

The analysis of the results shows that one of the factor determines the ac-

curacy is the samples with similar shapes. The confusion matrix obtained

after the first stage using the architecture discussed in Section 4.2.2 for find

the mutually mis classified samples. In the second stage the features are

computed from the group of classes using the convolutional neural network

discussed in the section 4.2.1 and the classifier used is SVM. In a nutshell

groups can be identified using stage I and classes within the group can be

identified in stage II. In the first stage explained in section 4.2.2, we found

277 samples are misclassified out of 11220 samples. After the analysis of
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(a) Train/Validation Loss

(b) Train/Validation Accuracy

Figure 4.9: Error-Accuracy Curves-Resnet

confusion matrix of first stage, we identified 28 partly or fully similar word

groups of 110 samples. So the 39.71 % of misclassified samples belongs to
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the set of groups. Groups with class ID is shown in table: 4.8. The group

formation and merging of the group is explained in algorithm 1. It consists

of two levels, First level group formed with mutually misclassified sam-

ples. For example in first level “{NoÊn±/Chittar,NoÊr±/Chittoor}”, and “{No-
Êr±/Chittoor},HÊr±/Ottoor” are two distinct groups. In the seconds level

it merged to a single group “NoÊn±/Chittar,NoÊr±/Chittoor,HÊr±/Ottoor”.

Algorithm 1 Algorithm for Group Formation

1: procedure Group formation
2: Input=CM . Confusion Matrix
3: G = ∅, k = 0
4: for i ≤ j do
5: if CMi,j 6= 0 & CMj,i 6= 0 then
6: if CMi,j + CMj,i ≥ threshold then . threshold=2
7: Gk =Merge(i, j) . Merge ith and jth classes
8: G = G ∪ {Gk}
9: k = k + 1

10: while all sets are not mutually exclusive in G do
11: for ∀Gi, Gj ∈ G do
12: if Gi ∩Gj 6= ∅ then
13: Gi = Gi ∪Gj
14: return {G}

Two-Stage Classification gives an improvement of 0.55 % accuracy in

over all result as shown in Table:4.9.
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Table 4.8: Groups With Class ID

S. No
{class ID’s} Word Pairs

No. Of
Misclassified

Samples

1 (1,20) ASr±/Adoor,AkqX /Azhutha 4

2(15,78) BÊoº²/Aattingal,uIn½nº²/Kottangal 4

3(35,36,130) NoÊn±/Chittar,NoÊr±/Chittoor,HÊr±/Ottoor 10

4 (43,158) FSÃÊ/Edappatta,]q²ÃÊ/Pulppatta 2

5(55,112,71)
ISq¿qcq¿o/Kaduthuruthi,aqjÐqcq¿o

/Mulanthuruthy,tInSwXqcq¿m /Kodamthuruthu
8

6 (64,10) IcqwIqjw /Karumkulam,Aco·qjw/Arikkulam 4

7(74,2) uInºnSm/Kongad,BdºnSm/Alangad 2

8(101,200) acobn]qcw/Mariyapuram,eoPb]qcw/Vijayapuram 2

9(109,107) aqÁobr±/Munniyoor,uaÃbr±/Meppayoor 2

10(110,192) tanlbr±/Morayoor,enkbr±/Vazhayoor 2

11(134,135) ]Éo»²/Pallichal,]Éo·c/Pallikkara 2

12(138,140) ]\ºnSm/Panangad,]nuºnSm/Pangod 2

13(162,157) ]qkbm·²/Puzhaykkal,]qjo·²/Pulikkal 2

14(272,273) ¤Ww/Eenam,¤Ð/Eentha 4

15(278,277) ¥®/Uun,¥V/Uuda 4

16(183,180)
Xs}]uºn½r±/Thriprangottoor,
Xs·duºnSm/Thrikkalangodu

2

17(213,214) tInSqenbr± /Koduvayoor,tInSqºÈr±/Kodungalloor 2

18(241,242,
270))

DZbKoco /Udayagiri,DZb]qcw/Udayapuram,
DZbháy/udayasandhya

8

19(244,245) QIncw/Dhakaram,Q¹ncw/Dhankaram 6

20(248,249) LSIw/Ghadakam,LS\/Ghadana 2

21(265,266) ^dw /Phalam,^dIw/Phalakam 2

22(279,286) EWw/Wranam,¸Ww/Kshanam 4

23(283,284) ©Zncyw/Audaryam,©Phyw/Aujasyam 4

24(293,294) Zq±\qWw /Durgunam,Zq±\áw/Durgandham 4

25(301,302) ufnõ\/sobhana,ufnõ\w/sobhanam 4

26(306,307) hwincw/Samharam,hwioX/Samhitha 4

27(309,310) hqKáw/Sugandham,hqKáo/sugandhi 4

28(330,315,
329,328)

enMmardw/Vangmoolam,enMmabw/vangmayam,
enMmaqJw/vangmugham,enMmab/vangmaya

10

Total Samples 110

Table 4.9: Improvement of Two Stage Classification

Dataset
(D)

Accuracy
Percentage(%)
of Improvement

D1 ∪D2 ∪D3 98.08 0.55
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4.3 Summary

This chapter explores a deep hybrid neural network architecture for offline

handwritten Malayalam word recognition. The same architecture has also

been experimented on existing handwritten word datasets of Hindi and

Marathi legal amounts. The later experiment results show that the pro-

posed approach improves the result on these two datasets. Implementation

of Resnet also provides good results and two-stage classification also tried

and achieved good results.





Chapter 5

Performance Analysis:

Lexicon Specific

“It amazes me sometimes that even intelligent people will analyze a situation or

make a judgement after only recognizing the standard or traditional structure of a

piece.”

David Bowie

5.1 Introduction

This chapter compares the performance of traditional methods with deep

learning based methods. Feature Extraction and classification are inte-

gral part for any pattern recognition tasks. Feature Extraction methods

can be classified to either handcrafted or Deep Learning based [127]. In

handcrafted feature extraction methods human expert decides the relevant

features that required to classify the pattern effectively and efficiently. Ar-

chitecture like CNN is used for the extraction of relevant features from the

raw data.

77
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Generally template based and feature based methods are used for pat-

tern recognition tasks[128]. Handcrafted features was popular in earlier

days but now handcrafted or machine extracted features along with machine

learning techniques are used for the recognition. Spatial domain and trans-

form domain are the two approaches where in the former case it extracts

features directly from the image and in later case it transforms image to

another representation, features are extracted from these representations.

Most commonly used features in spatial domain methods are topological,

statistical, directional and curvature[129]. According to No Free Lunch

Theorem [130] states the importance of separate machine learning models

for different types of datasets.

5.2 Handcrafted Feature Extraction Methods

Extraction of the relevant features is always a cumbersome procedure to

remove needless variabilty from the handwritten word images. In computer

vision one can find a lot of features suitable for image recognition, the

selection of exact and efficient features is a major bottleneck. In this section

we explore some of the state-of-the-art features for the script independent

recognition of handwritten images.

5.2.1 Histogram of Oriented Gradient(HOG)

HOG Feature Descriptor calculates the histograms of directions of oriented

gradients [131]. It is highly successful to find out the object shape because

magnitude of gradients is high around edges and corners. It is the reason

why we select this for our holistic recognition of words.

Steps for HOG Feature Extraction is shown in Algorithm: 2 [132]

First step towards the calculation of HOG descriptor is to find out the

vertical and horizontal gradient. The Image is filtered with the kernels to

find out the gradients gx and gy.
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Algorithm 2 Algorithm for HOG Feature Extraction for nbin = 5,6,7 and
blockstride of size 8, 16

1: procedure HOG Feature Extraction
2: Resize image to 64× 128
3: Perform Thinning operation
4: Compute Gradient
5: for each nbin and blockstride do
6: Compute the Histogram of Gradient of 8× 8 cell

7: return Feature Vector

Figure 5.1: kernel to find horizontal and vertical gradient

Magnitude and direction of the gradient can be calculated using the

Equation (5.1) and Equation (5.2)

g =
√
gx2 + gy2 (5.1)

θ = arctan
gy
gx

(5.2)

As we mentioned in the Algorithm: 2, image is converted to 64 rows

and 128 columns. Suppose Block size, block stride, cell size, number of

bins are (16,16), (8,8), (8,8), 7 respectively. With this parameters we will

get 2940 features. Thus we require a proper dimensionality reduction tech-

nique.Original Image, Thinned Image and its HOG visualization is shown

in Figure 5.2a,Figure 5.2b and Figure 5.2c.
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(a) Input Image (b) AfterThinning

(c) Visulaisation of HOG

Figure 5.2: HOG Visualization with Thinned Image

5.2.2 Pyramid Histogram of Oriented Gradient(PHOG)

PHOG feature descriptor uses to find the spatial distribution of shape [133]

and it consists of two steps 1) Find the Image Pyramids 2) Calculate HOG

as explained in Section 5.2.1 [134]. Image pyramids are stack of images

with mulitple resolutions in different frequency band. The range of fre-

quency band will be from low to high viz. smooth detail to finest detail.

Sample image pyramid is shown in Figure 5.3 and algorithm is explained

in Algorithm 3

5.2.3 Wavelet Based

Wavelet transform is an effective tool to represent images at different levels

of resolution. It extracts temporal and spacial information from the image.

Mother wavelet, prototype from all other types of wavelets are scaled or

shifted

Wavelet families include Haar, Daubechies, Symlets, Coiflets, Biorthog-

onal, Reverse biorthogonal, Meyer, Gaussian, Mexican hat, Morlet, Com-

plex Gaussian, Shannon, Frequency B-Spline and Complex Morlet. Or-

thogonal and biorthoganal are the two categories of wavelet family. The
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Figure 5.3: Pyramid Representation of Handwritten
Word Image of “B8nZw”

Algorithm 3 Algorithm for PHOG Feature Extraction for nbin = 5,6,7,
blockstride of size 8, 16 and pyramid level, n=1,2

1: procedure PHOG Feature Extraction
2: Resize image to 64× 128
3: Apply Thinning operation
4: Represent in n pyramidal form
5: for each n do
6: for each image in the pyramid stack do
7: Compute Gradient
8: for each nbin and blockstride do
9: Compute the Histogram of Gradient of 8× 8 cell

10: Concatenate HOG Feature Vectors to form the n-level PHOG fea-
ture vector

11: return PHOG feature vector.

coefficients of orthoganal filters are real numbers and in case of biorthoganal

filters it is real numbers or integers. Selection of a proper mother wavelet

is required according to the application to achieve the proper result. In our

experiments, we consider Haar and Daubechies wavelet.
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Haar Wavelet

Haar scaling function

φ(x) =

1 0 ≤ x < 1

0 otherwise
(5.3)

ψ(x) =


1 0 ≤ x < 1

2

−1 1
2 ≤ x < 1

0 otherwise

(5.4)

The scaling function φ(x) and the wavelet funtion ψ(x) associated with

the scaling filter hφ and the wavelet filter hψ are:

φ(x) =
∑
n

hφ(n)
√

2φ(2x− n) (5.5)

ψ(x) =
∑
n

hψ(n)
√

2φ(2x− n) (5.6)

According to [135] the sequences of vector spaces (V2j )j∈Z form a multi

resolution approximation of L2(R2) if and only if (V2j )j∈Z is a multi reso-

lution approximation of L2(R). One can then easily show that the scaling

function φ(x, y) can be written as

φ(x, y) = φ(x)φ(y)

where φ(x) is the one dimensional scaling function of the multiresolution

approximation (V2j )j∈Z. Relevance is given to the horizontal and vertical

directions in the image with a separable multi resolution approximation.

This emphasis is apt for many types of images, such as handwritten docu-

ments. Let un = x− 2−jn and vm = y− 2−jm, the orthoganal basis of V2j
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is then given by, for all (n,m) ∈ Z2,

(
2−jφ2j (un, vm)

)
n,m

=
(
2−jφ2j (un)φ2j (vm)

)
n,m

(5.7)

The approximation of a signal f(x, y) at a resolution 2j is therefore

characterized by the set of inner products

Ad2j = 〈f(x, y), φ2j (un)φ2j (vm)〉(n,m) (5.8)

Let (V2j )j∈Zbe a separable multi resolution aproximation of L2(R2), Let

φ(x)φ(y) be the associated two dimensional scaling function. Let ψ(x) be

the one dimensional wavelet associated with the scaling function φ(x), then

the three “wavelets”

ψ1(x, y) = φ(x)ψ(y), ψ2(x, y) = ψ(x)φ(y), ψ3(x, y) = ψ(x)ψ(y) (5.9)

are such that

(
2−jψ1

2j (un, vm), 2−jψ2
2j (un, vm), 2−jψ3

2j (un, vm)
)

(n,m)

is an orthonormal basis of Oj2 and

(
2−jψ1

2j (un, vm), 2−jψ2
2j (un, vm), 2−jψ3

2j (un, vm)
)

(n,m)

is an orthonormal basis of L2(R2)

As a conclusion we can define the the decomposition of image Ad
2j+1f

into Ad
2j
f and Dk

2j
f , where k ∈ {1, 2, 3}

Ad
2j
f reperesents low horizontal and vertical frequencies and defined as

Ad2jf = ((f(x, y) ∗ φ2j(−y))(2−jn, 2−jm))(n,m) (5.10)

D1
2j
f represents vertical high frequencies and horizontal low frequencies
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as defined as

D1
2jf = ((f(x, y) ∗ φj(−x)ψj(−y))(2−jn, 2−jm))(n,m) (5.11)

D2
2j
f represents vertical low frequencies and horizontal high frequencies as

defined as:

D2
2jf = ((f(x, y) ∗ ψ2j (−x)φ2j (−y))(2−jn, 2−jm))(n,m) (5.12)

D3
2j
f represents vertical high frequencies and horizontal high frequencies

as defined as:

D3
2jf = ((f(x, y) ∗ ψ2j (−x)ψ2j (−y))(2−jn, 2−jm))(n,m) (5.13)

Daubechies Wavelets

According to [136] Daubechies wavelet is a function

ψ = Nψ ∈ L2(R)

, where N ∈ N defined by

ψ(x) :=
√

2
2N−1∑
k=0

(−1)kh2N−1−kφ(2x− k) (5.14)

where h0, h1, h2N−1 ∈ R are constant filter co-efficients satisfying the

conditions

N−1∑
k=0

h2k =
1√
2

=

N−1∑
k=0

h2k+1

as well as, for l = 0, 1, 2, ...N − 1
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2N−1+2l∑
k=2l

hkhk−2l =

1 if l = 0

0 if l 6= 0

Scaling Filter coefficients for decomposition of image is shown in Ta-

ble 5.1

Table 5.1: Scaling Filter Coefficients

DB4 DB8 DB12 DB16

0.48296291314453 0.23037781330890 0.11154074335011 0.05441584224310

0.83651630373781 0.71484657055292 0.49462389039845 0.31287159091430

0.22414386804201 0.63088076792986 0.75113390802110 0.67563073629729

-0.12940952255126 -0.02798376941686 0.31525035170920 0.58535468365421

-0.18703481171909 -0.22626469396544 -0.01582910525635

0.03084138183556 -0.12976686756726 -0.28401554296155

0.03288301166689 0.09750160558732 0.00047248457391

-0.01059740178507 0.02752286553031 0.12874742662048

-0.03158203931749 -0.01736930100181

0.00055384220116 -0.04408825393079

0.00477725751095 0.01398102791740

-0.00107730108531 0.00874609404741

-0.00487035299345

-0.00039174037338

0.00067544940645

-0.00011747678412

Wavelet Filter Coefficients for the decomposition of image is shown in

Table 5.2 Wavelet co-efficients are used as the features. Algorithm for

wavelet based feature extraction is given in Algorithm 4.

Algorithm 4 Algorithm for Wavelet based Feature Extraction for
type=haar and daubechies, level of decomposition, l = 1, 2

1: procedure Wavelet Based Feature Extraction
2: Resize image to 64× 128
3: for each level, l do
4: Apply Haar Wavelet Transform
5: Extract LLl and append to HLlA

6: Apply daubechies wavelet tranform for l = 2
7: Extract LL2 and append to the DLlA
8: return HLlA,DL2A
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Table 5.2: Wavelet Filter Coefficients

DB4 DB8 DB12 DB16

-0.12940952255126 -0.01059740178507 -0.00107730108531 -0.00011747678412

-0.22414386804201 -0.03288301166689 -0.00477725751095 -0.00067544940645

0.83651630373781 0.03084138183556 0.00055384220116 -0.00039174037338

-0.48296291314453 0.18703481171909 0.03158203931749 0.00487035299345

-0.02798376941686 0.02752286553031 0.00874609404741

-0.63088076792986 -0.09750160558732 -0.01398102791740

0.71484657055292 -0.12976686756726 -0.04408825393079

-0.23037781330890 0.22626469396544 0.01736930100181

0.31525035170920 0.12874742662048

-0.75113390802110 -0.00047248457391

0.49462389039845 -0.28401554296155

-0.11154074335011 0.01582910525635

0.58535468365421

-0.67563073629729

0.31287159091430

-0.05441584224310

All the images in the dataset are converted to gray scale. Images are

trimmed to avoid white spaces in the boundary. Finally images are re-

sized to 64 rows and 128 columns using bicubic interpolation method. The

resized images are fed for multi resolution analysis. Wavelet transform

converts the image in to different resolutions and the approximation level

contains higher co-efficients. These low frequency components can be the

feature for the recognition of handwritten documents. In the multi reso-

lution analysis image is decomposed into four subbands LL, HL, LH and

HH are approximate, vertical, horizontal and daigonal features respectively.

Changes in both horizontal and vertical directions in terms low frequency is

represented by approximate features(LL), LH represents low frequency in

horizontal and high frequency in vertical directions, HL represents high fre-

quency in horizontal and low frequency in vertical and HH represents high

frequencies in both horizontal and vertical directions. One of the observa-

tions after wavelet transform is that wavelet co-efficients are higher in ap-

proximation(LL) band. Large wavelet co-efficients are more important than

smaller wavelet coefficients. Haar and Daubechis wavelet co-efficients are

used as features for our study. In the case of Haar hφ =[0.70710678118655,

0.70710678118655] and hψ =[0.70710678118655, -0.70710678118655] , In
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the case of Daubechis-2 it is hφ =[0.48296291314453, 0.83651630373781,

0.22414386804201, -0.12940952255126] and hψ = [-0.12940952255126, -0.2241,

0.83651630373781, -0.48296291314453] as defined in Equation (5.5) and

Equation (5.6) applied to image. In the level 1 decomposition the ap-

proximation features will be 32*64 = 2048 and in level 2, it will be 512.

Sample decomposition level-2 of word image of tInÈw “kollam”/ is shown

in Figure 5.4

Figure 5.4: Wavelet decomposition using haar wavelet
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5.3 Feature Reduction using PCA

Efficient and effective classification can accomplish through minimum fea-

tures. Several Feature or data reduction methods are available in the liter-

ature. Principal Component Analysis(PCA) is a data reduction technique,

it transforms original feature space by preserving the orthogonality of the

components. It was invented in 1901 by Karl Pearson. It was also stud-

ied, developed and discussed later in the 1930s by Harold Hotelling, it is

also known as the Hotelling Transform in the quality control jargon. The

demand for PCA in most of the applications, some of which are to be com-

mented on below, stems from the problem of high dimensionality which

evidently calls for a reformulation of the available variables to select an

informative enough subset of linear combinations. For eg. In a risk man-

agement targeted financial set-up, a huge (say, in thousands) number of

covariate information may be available for a smaller (say, a few hundreds)

number of individuals in the sample. Then multiple challenges have to be

faced while working with large number of variables. Firstly, an Multiple

Linear Regression(MLR) model cannot be directly applied with the usual

least squares method, as the design matrix will not generate an invertible

scaling matrix. Secondly, even if one uses some more sophisticated mathe-

matical tools (say, a generalized inverse) to avoid the first problem and find

a possible solution to the normal equations, the model will most probably

be overfit due to the huge number of specifications applied by the full set of

variables. Hence, it will underperform when applied on any new (test) set

of data other than the original (training) set. Thus, it becomes a desider-

atum to find out a much smaller set of derived variables that can explain

the variability in the response variable as efficiently as possible. Suppose

that the variables are expressed as Xi, i ∈ 1, . . . , p. Let us also denote the

vector containing these variables as x, with a population dispersion ma-

trix as Σ. Then, a first step of any PCA Algorithm tries to find out a

p-dimensional unit normed vector l such that lTx has the largest possible

variance. This is mathematically equivalent to demanding a p-dimensional
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vector l such that lT Σl
lT l

has the largest possible value, which is obtained as

the largest eigenvalue of Σ, attained when l is the corresponding eigenvec-

tor. Iteratively, a PCA Algorithm then attempts to find these eigenvalues

in the decreasing order. For a real data setup, we won’t have access to Σ

in general, hence having to use its sample version S.

A huge class of algorithms are available for executing PCA on various

online and offline computing platforms. Most of these procedures eigenvalue

analysis techniques including but not limited to the Spectral Decomposi-

tion, the Singular Value Decomposition and so on. As mentioned earlier,

PCA finds usefulness in diverse situations where dimensionality reduction

or some related issues are important. Just as the example mentioned ear-

lier, PCA finds huge scope in quantitative finance[137], including portfolio

analysis[138], risk management, predictive modeling, stock subset selection

etc. Besides, PCA plays an important role in computer networks[138],

neural network procedures and pattern recognition methods.

The limitation of PCA is to find correct direction corresponding to the

first principal component, it demands a mean centering in the first step.

This however, may create parametrization problems in situation where the

variables are necessarily non-negative, say in Neurosciences or in Astron-

omy. Also, as we are directly using the sample covariance matrix for the

calculations, the results are not scale-invariant. PCA is suitable for dimen-

sionality reduction in linearly separable data, where it fails with non-linear

data.

The symbolic transformation of test data in our work is shown in Equa-

tion: 5.15

X3400×3780 =⇒ X3400×100 (5.15)
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5.4 Classifiers

5.4.1 Multi Layer Perceptron(MLP)

Evolution of neural network starts in 1943 by Warren McCulloch and Wal-

ter Pitts. Later in 1950 Frank Rosenblatt added an extra input called bias

and it was capable to learn[139].

Network diagram of simple MLP (Multi Layer Pereptron) shown in

Figure 5.5

Figure 5.5: Multi Layer Perceptron

Neural network model can consider as a nonlinear function from a set of

input variables sp to a set of output variables on controlled by a vector w of

adjustable parameters, where w consists of all weight and bias parameters

[140].

Input to the hidden layer can be represented by equation 5.16

hq(s, wp)net =

p∑
i=1

w
(1)
qi si + w

(1)
q0 (5.16)
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Hidden Layer uses ReLU as the activation function as shown in equa-

tion 5.17.

hq(s, wp)out = max(0, hq(s, wp)net) (5.17)

Input to the hidden layer can be represented by equation 5.18.

on(s, wn)net =

q∑
j=1

w
(2)
nj max

(
0,

p∑
i=1

w
(1)
qi si + w

(1)
q0

)
+ w

(2)
n0 (5.18)

Final layer use softmax as the activation as shown in equation 5.19. Let

the total number of classes is n

on(s, wn)outj =
eon(s,wn)netj

n∑
i=1

eon(s,wn)neti

, for j = 1, 2 . . . n. (5.19)

To get the better result all the inputs or features to the Multi Layer Per-

ceptron should be scaled. The hyperparameters that required to mention

explicitly are number of neurons in the hidden layer, number of iterations.

The number of features will be the number of neurons in the input layer.

Scaling can be done through equation 5.20.

s′i =
(si − µ(s))

σ
(5.20)

where µ stands for mean, σ stands for standard deviation and s is the

input vector

5.4.2 Support Vector Machine (SVM)

SVM’s are easy and efficient method for handwriting recognition[141]. It

is versatile, depends upon the classification problem different kernels can

use. The basic kernels are linear, Polynomial, RBF(Radial Bais Function)

and sigmoid. In addition to this one can define custom kernels also. These
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kernels have different parameters and in our experiment RBF kernel[122]

with Gridsearch method for parameter selection. Detailed theoretical ex-

planation is given in Chapter 4.

5.4.3 Random Forest(RF)

RF is knows as an ensemble method for classification with lot of decision

trees. RF widely used in remote sensing [142], image classification [143] and

document analysis [144]. In Random Forest, Random means randomness in

the selection of data and randomness in the split and forest means a bunch

of trees. Let these trees be denoted as Tt, where t ∈ {1, 2..., n}, {Tt}n1 is

the ensemble of n trees. suppose an input x, to classify a given sample, x

calculate the tree average as shown in equation 5.21 [145].

P (yi|x) =
1

n

n∑
t=1

Pt(yi|x) (5.21)

class(x) = arg max p(yi|x) (5.22)

For ensemble of 500 trees to predict 330 classes the probability for the

prediction to certain classes is the average of the predictions of the leafnodes

of 500 trees shown in equation 5.23.

p(yi|x) =
1

500

500∑
t=1

Pt(yi|x),where i ∈ 1, ...330 (5.23)

where x is the features of the word image given for testing and yi is the

class label.

5.4.4 Voting Classifier

The concept of the voting classifier is to associate or combine various ma-

chine learning classifiers. Equation 5.24 shows the process of voting [139].
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yi =
N∑
n=1

wndni where wn ≥ 0,
N∑
n=1

wn = 1 (5.24)

where wn stands for the weight associated with each classifier,dni is the vote

of classifier n for class i and N is the total number of classifiers. In our

implementation, we use Multi Layer Perceptron, Support Vector Machine

(SVM) and Random Forest(RF). Voting scheme is plurality with uniform

weights. This kind of approach balance the weakness of individual classifier.

Schematic daigram of voting classifier is shown in figure 5.6.

Figure 5.6: Base classifiers are MLP, SVM, RF and their outputs are com-
bined using f(.)
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5.5 Result Analysis and Performance Evaluation

In this section, we consider HOG, PHOG features descriptor and Wavelet

co-efficients as the features. Classification are performed through SVM,

MLP and RF.

5.5.1 Performance Evaluation - Traditional Methods

Detailed Analysis of the traditional methods with JMHRDB1, Hindi and

Marathi dataset[45] are following.

Evaluation using HOG with JMHRDB1

HOG features are evaluated with various parameters like block stride and

number of bins. Here the number bins will decide the number of directions,

For example if the number of bins, nbin=6, then the directions it will

consider is 0◦, 30◦, 60◦, 90◦, 120◦and150◦. If the block stride is (8,8), block

size=(16,16) and nbin=5 , then for a 64 × 128 image, Number of features

extracted is 2520. In our experiment HOG with nbin = 6 and nbin = 7

provide almost same result with block stride (8,8) as shown in Table 5.3.

HOG feature vector with nbins=7,block stride(8,8) gives the best result.

Number of features are 2940, with SVM it achieves 89.4% accuracy.

Table 5.3: Result Analysis Of HOG with JMHRDB1

No.Of Bins
or

Direction

Block
Stride

No.Of
Features

SVM MLP
Random
Forest

Voting
Classifier

7 (8,8) 2940 89.4 85 79 87.7

6 (8,8) 2520 89.2 84.11 80.7 87.1

5 (8,8) 2100 87.3 82.2 78.4 85.1

7 (16,16) 896 85.6 80.3 77.4 84.4

6 (16,16) 768 85.2 79.5 76.9 82.5

5 (16,16) 640 83 77.4 74.7 81
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The performance with SVM, MLP, RF and voting classifier are shown

in Figure 5.7.

Figure 5.7: Performance Evaluation of HOG with JMHRDB1

PCA implemented for dimensionality reduction. Results with reduced

HoG features extracted through the following parameters, Number of Bins:7

and stride:(8, 8) using PCA are shown in Table 5.4. Comparison of the re-

sults furnished in Table 5.4, with reduced HOG Features of 1000, 500, 200

and 100 features are shown in Figure 5.8.

Table 5.4: Result Analysis−HOG With PCA In JMHRDB1

No.Of Bins
or

Direction

Block
Stride

Reduced
Features
(PCA)

SVM MLP
Random
Forest

Voting
Classifier

7 (8,8) 1000 89.2 84.4 78.4 87.5

7 (8,8) 500 89.1 83.24 79.7 86.9

7 (8,8) 200 88.4 81.8 77.4 84.5

7 (8,8) 100 85 77.2 76.2 82

Figure 5.8 shows that the performance of the classifier are steady upto

200 reduced features with PCA after that it degrades.
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Figure 5.8: Performance Evaluation of HOG with PCA In JMHRDB1

Evaluation using Wavelets with JMHRDB1

The results obtained using Haar wavelets with decomposition levels-1&2

and Daubechis wavelet with level-2 as explained in Section: 5.2.3 are given

in Table 5.5.

Table 5.5: Result Analysis−Wavelet with JMHRDB1

Wavelet Type Level
Number of
Features

SVM MLP RF Voting Classifier

Haar 1 2048 85 83.2 81 84

Haar 2 512 86.2 84 82 85.3

Daubechis 2 512 83 80 76 81.8

Haar Wavelet provides better result with SVM. The performance of

Haar and Daubechis Wavelet with JMHRDB1 are shown in Figure: 5.9.

Classification through reduced Haar wavelet features using PCA is shown

in Table 5.6.

Table 5.6: Result Analysis− Wavelet with PCA

Wavelet Type Level
Reduced
Features

SVM MLP RF Voting Classifier

Haar 2 200 85.1 81.3 79 83.9

Haar 2 100 83.1 79.3 76.5 80.5
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Figure 5.9: Performance Evaluation of Wavelet with JMHRDB1

Performance with reduced wavlet features from 512 to 200 and then 512

to 100 is shown in Figure 5.10.

Evaluation using PHOG with JMHRDB1

PHOG features are calulated in pyramid level −1 and pyramid level−2 as

explained in Section 5.2.2. Results are shown in Table 5.7.

Table 5.7: Result Analysis−PHOG

No. Of
Levels

Features SVM MLP RF Voting Classifier

2 3024 90.1 85.6 82 87.9

3 3096 90.6 85.9 82.4 88

Figure 5.11 shows the performance between level 1 and 2 pyramid level

representaion with PHOG feature descriptor.

Results with the reduced features of PHOG descriptors are shown in

Table 5.8.
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Figure 5.10: Comparison of Wavelet with PCA

Figure 5.11: Performance Evaluation of PHOG with JMHRDB1
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Table 5.8: Result Analysis−PHOG with PCA in JMHRDB1

No. Of
Levels

Reduced
Features

SVM MLP RF Voting Classifier

3 1000 90.1 85 82 87.5

3 500 90 84.4 81.2 87

3 200 89.5 83.8 80.4 85.9

3 100 87.8 82 78 83.8

Performance with PCA of PHOG features are shown in Figure: 5.12.

PHOG features performed well with SVM. PCA with 1000 features gives

Figure 5.12: Performance Evaluation−PHOG with PCA in JMHRDB1

90.1 % accuracy, which is only 0.5 % less than without PCA. The best

performed combination in all the experiments discussed in previous sec-

tions are simulated with Hindi and Marathi Dataset. Result analysis and

performance evaluation are explained in the subsequent sections.
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Performance Evaluation - HOG with Hindi and Marathi Datset

Results with Hindi and Marathi Dataset using HoG (Number of bins=7

and block stride=(8,8)) as features are shown in Table:5.9.

Table 5.9: Result Analysis−HoG with Hindi and Marathi Dataset

DataSet SVM MLP RF Voting Classifier

Hindi 82 80.4 78 81.2

Marathi-DB1 80 79 74.3 79

Marathi-DB2 78 76 73.4 77.3

Performance of the Hindi-Marathi Dataset with HoG shown in Fig-

ure: 5.14.

Figure 5.13: Performance Evaluation of HOG Features with Hindi and
Marathi Dataset

Features are reduced to 200 and the results with SVM, Multi Layer

Perceptron and Random Forest are shown in Table:5.10

Performance with the above mentioned classifiers after applying PCA
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Table 5.10: Result Analaysis−HoG with PCA in Hindi and Marathi dataset

DataSet SVM MLP RF Voting Classifier

Hindi 81.5 79 76.5 81

Marathi-DB1 79 77 73.1 78

Marathi-DB2 77 74.5 72.2 76.4

is shown in Figure 5.14.

Figure 5.14: Performance Evaluation of HOG Features with PCA in Hindi
and Marathi Dataset

Performance Evaluation -Wavelet with Hindi and Marathi Datset

Result Analysis of Hindi and Marathi dataset with Haar and Daubechis

wavelet- level2 decomposition is shown in Table 5.11.

Performance of the classifiers with Haar and Daubechis Wavelet is

shown in Figure 5.15.
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Table 5.11: Result Analysis−Wavelet with Hindi and Marathi dataset

DataSet Wavelet Type SVM MLP RF Voting Classifier

Hindi Haar 80.5 78.5 77 80

Daubechis 78 76 74 77.5

Marathi-DB1 Haar 77 75 73.1 76.5

Daubechis 74 70 71.2 73.8

Marathi-DB2 Haar 74.5 73.9 71.5 74.2

Daubechis 73.1 71.2 70.3 73

Figure 5.15: Performance Evaluation− Wavelet Features with Hindi and
Marathi Dataset

Result Analysis After Appying PCA is shown in Table 5.12.

Table 5.12: Result Analysis−Wavelet with PCA in Hindi and Marathi
dataset

DataSet Wavelet Type SVM MLP RF Voting Classifier

Hindi Haar 80 78.5 77.4 79

Marathi-DB1 Haar 76.5 74.3 73.2 76

Marathi-DB2 Haar 74 72 71.1 72.9

The performance of the SVM, MLP and RF with reduced 200 features
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of wavelet with Hindi-Marathi dataset is shown in figure:5.16.

Figure 5.16: Performance Evaluation− Wavelet with PCA in Hindi and
Marathi Dataset

Performance Evaluation -PHOG with Hindi and Marathi Datset

Result Analysis With PHOG Features of Hindi and Marathi Dataset are

shown in Table 5.13.

Table 5.13: Result Analysis−PHOG in Hindi and Marathi Dataset

DataSet
Pyramid
Level

No. Of
Features

SVM MLP RF
Voting

Classifier

Hindi Level 2 3024 84.1 81 79 82.5

Level 3 3096 84.7 81.4 79.3 83.4

Marathi-DB1 Level 2 3024 80.4 80 75 81

Level 3 3096 80.9 80.2 75.6 81

Marathi-DB2 Level 2 3024 79 77 74.4 77.7

Level 3 3096 79.7 77.5 74.9 79.1

Figure 5.17 shows the performance analysis of PHOG Features with
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Table 5.14: Result Analysis−PHOG with PCA in Hindi and Marathi
Dataset

DataSet
Pyramid
Level

SVM MLP RF
Voting

Classifier

Hindi Level 3 84 80.9 78.6 83.1

Marathi-DB1 Level 3 80.2 79.4 75 80.5

Marathi-DB2 Level 3 79 76.5 74 77.3

Hindi and Marathi Dataset.

Figure 5.17: Performance Evaluation− PHOG in Hindi and Marathi
Dataset

PHOG Features are reduced using PCA. The results with 200 Features

of Hindi-Marathi dataset are shown in Table 5.14.

Performance of the PHOG in Hindi and Marathi dataset with Reduced

dimensions using PCA is shown in Figure 5.18.

PHOG features extracted from level−3 pyramid representation of the

image gives the best result along with SVM. The results achieved for Hindi,

Marathi-DB1, Marathi-DB2 are 84.7%,80.9% and 79.7% respectively.
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Figure 5.18: Comparison of PHOG Features with Hindi and Marathi
Dataset

5.5.2 Performance Comparison-DL/Traditional

Performance comparison of the best performed traditional methods dis-

cussed in this chapter and methods discussed in Chapter 4 are shown in

Figure 5.19.

In traditional methods PHOG feature descriptor with SVM as the class-

fier provides an accuracy of 90.6% with JMHR DB1, 84.7% accuracy with

Hindi dataset. For Marathi it gives 80.9% and 79.7% respectively for DB1

and DB2. Architectures based on deep learning methods provide better

result compared to classical/ traditional machine learning approaches. The

hybrid architecture consisting of CNN and SVM provided 96.90% accuracy

with JMHRDB1, 97.53% accuracy with a 14 layer resnet architecture, which

is 0.63% improvement than CNN hybrid model. Two stage approach gives

further improvement and provide an accuracy of 98.08% with JMHRDB1.

The CNN-SVM hybrid architecture provided 94% accuracy on the test

set of Hindi legal amount word databse, which improves the existing state-
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Figure 5.19: Performance Evaluation Traditional Vs. DL based

of-the-art accuracy value published in [45]. With the same architecture

we could obtain 93% and 92% recognition accuracies on Marathi DB1 and

DB2 respectively, which improved the existing respective state-of-the-art

accuracy values of 85.78% and 78.79%[45].

Experiments on Resnet and two-stage classification are only performed

with JMHRDB1 because our focus of research is on Malayalam handwrit-

ing recognition. Still the other experiments show that script independent

recogntion is possible by the selection of a proper architecture or script

independent features.

Comparison of the classical and deep learning based methods with the

recent literature is shown in Table 5.15. In traditional machine learning

method final classfier is SVM with PHOG as features. In deep learning

method CNN with two stage classifiers provided better result.
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Table 5.15: Comaparison of Accuracy with related works

Author Features Classifier Language/script Accuracy

Bhowmik et.al[2018] Shape Based MLP Bangla 79.87

Present Work HoG MLP Malayalam 85

Dutta et.al[2018] CNN Extracted
Recurrent

Architecture
Bangla 95.7

Present Work CNN Extracted Two stage Classfier Malayalam 98.08

Present Work PHOG SVM Malayalam 90.6

Roy et.al[2016] PHOG HMM & SVM Hindi 84.24

5.6 Summary

Traditional methods of machine learning performs better with less number

of samples and clearly defined features. Handwriting recogntion is a com-

plex task because of the large inter and intra class variance of the samples

or features. If a large number of samples are not there, synthetic data is an

obvious choice for training the model/architecture. In this chapter,we dis-

cussed traditional methods of feature extraction- HOG, PHOG and Wavelet

also classifiers - MLP, SVM and Random Forest. Deep methods discussed

in Chapter:4 are compared with traditional methods. we observe that deep

methods provide better result. The main reason behind it is the abilty of

deep architectures to generalize the model for a comparatively higher num-

ber of classes. All the experiments discussed in this section are implemented

using python script.





Chapter 6

Lexicon Free Recognition

The atoms may be compared to the letters of the alphabet, which can be put

together into innumerable ways to form words.

William Henry Bragg

6.1 Introduction

Offline handwriting recognition converts an image of handwritten text as

editable unicode representation. Proper segmentation to words or char-

acters from a text is difficult task. The recognition accuracy heavily de-

pends upon the segmentation module. Sayre’s paradox [146] states that

segmentation based recognition methods creates deadlock because both

are dependent. This chapter discusses the segmentation free method for

the recognition of words from the documents. Another advantage is the

proposed method is lexicon free. The system will try to identify the char-

acter by character from a sequence and this process is known as sequence

labelling. Recurrent Neural Network is suitable for sequence labelling but

it is not capable of remember long term dependencies [20]. Long Short

109
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Term Memory (LSTM) is capable of remembering long term dependencies

and the same along with a Connectionist Temporal Classification (CTC)

architecture had recently provided good recognition performance in an on-

line Bangla handwriting recognition task[147]. Also, a hybrid architecture

consisting of CNN, BLSTM and CTC has been successfully used in [148]

for online handwriting recognition of Devanagari and Bangla, the two most

popular Indian scripts.

6.2 CNN-LSTM-CTC (CLC) Hybrid Architecture

Here, we present our study of lexicon free recognition of offline handwrit-

ten Malayalam words. The neural network architecture used for this study

consists of two convolution layers, followed by a BLSTM layer and finally

a CTC transcription layer. The implementation of a similar architecture

available at[149] is used in this study. A block diagram of this hybrid

architecture is shown in Figure 6.1.Convolutional layers are used for fea-

ture extraction. This features are used for sequence learning from the raw

handwritten image data. In our experiments we use more convloutional

layers for feature extraction, but we obtianed best performance with two

convolutional layers. Some further details of various components of this

hybrid architecture are described below.

6.2.1 CNN

CNN is used to extract the features. Final output of CNN(2nd Convolu-

tional Layer) give as a one dimensional sequence to BLSTM. Theoretical

explanation about CNN is given in Chapter 4.

6.2.2 Recurrent Neural Network(RNN)

RNN is suitable for applications with sequential data. It can process images

with variable size like image of handwritten text. The architecture of the
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Figure 6.1: Best Scenario − CLC Hybrid Architecture decoded the image
to “a T uu eR” / “ASr±''

RNN with unfolding over time step is shown in Figure 6.2.

suppose the input sequence (s0, s1, ....sT−1) , produces the hidden states

of the recurrent layer (h0, h1, .....hT−1) and the output of a single hidden

layer in RNN (O0, O1, .....OT−1) can be derived as follows [150][151]

ht = tanh(Wshst +Whhht−1 + bh) (6.1)
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Figure 6.2: RNN unfolding over time

Ot = (Whoht + bo) (6.2)

Where Wsh,Whh,Who denotes the connection weights from the input layer

s to the hidden layer h, the hidden layer h to itself and the hidden layer to

output layer. bh and bo are the two bias vectors. The drawback of RNN is

the vanishing gradient problem [152]. so in our experiments, we use LSTM

- One of the variants of RNN.

6.2.3 LSTM

Long Short Term Memory called LSTM is suitable for machine learning

applications that require gradient flow for longer durations[153]. LSTM’s

are a particular type of Recurrent Neural Network. LSTM can solve the

drawback of RNN by the introduction of three gates called input gate,forget

gate and output gate. The mathematical representation for basic LSTM is

shown below.

InputGate : it = σ(Wsist +Whiht−1 + bi) (6.3)

ForgetGate : ft = σ(Wsfst +Whfht−1 + bf ) (6.4)
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OutputGate : ot = σ(Wsost +Whoht−1 + bo) (6.5)

InputTransform : cti = tanh(Wscst +Whcht−1 + bci) (6.6)

stateupdate : ct = ft × ct−1 + it × cti (6.7)

and ht = ot × tanh(ct) (6.8)

Figure 6.3: Block Diagram of LSTM cell - ‘+’, ‘×’ are pointwise addition
and mulitplication operators

Unidirectional LSTM and BLSTM are differ in respect of treating the

input sequence data, in the former case it consider sequences from beginning

to end, later case it consider from end to beginning of the sequence.

6.2.4 CTC

CTC is used for the purpose of transcription of the output of LSTM to char-

acter labels. Without any post processing module it can directly decode

the input sequence to the output symbol viz. CTC do post processing after

recognition at each time step. Here the symbol can be a character,word or

line in the handwriting context. The method that CTC follows is that it
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simply selects the most probable symbol at each time then it merges the

adjacent repeated symbols in the final output. In this case it cannot distin-

guish extended symbols and repeated symbols. To avoid this softmax layer

in CTC consists of one additional symbol other than total alphabets. If the

alphabet, α and it’s size, |α|, then output layer will consist of |α|+ 1 units.

Extra unit is a blank token to handle the repeated graphemes in the script.

For a given input sequence of feature vectors, the CTC layer will predict

the probability of output label sequence. Suppose (i1, i2, i3, i4, ......, in) is

the input sequence and (o1, o2, o3, ....., om) is the output sequence, where

m ≤ n. The target sequence Z = α∗ is the set of all possible sequences

over the alphabet α. For an input sequence i of length L, probability of a

given output sequence or path can be defined as

p(δ|i) =

T∏
t=1

ytδt ,∀δα
′T (6.9)

where α′ = α ∪ {blank}and T is the length of sequence. δ is the num-

ber of elements in α′T as paths. Next step is to find out the exact path

from the many possible paths.µ : α′T 7→ α(≤T ), where the set of possible

labelling denoted by α(≤T ). eg: µ(aaaa TaTa UUU rr) = aTaUr. We can

represent the probabilities of a given label l ∈ α(≤T ) as

p(l|i) =
∑

δ∈µ−1(l)

P (δ|i) (6.10)

output of the classifier h(x) = arg maxl∈α(≤T ) = p(l|i)

Objective function of CTC is defined as the negative log probability of

the network follows during training

O = −
∑

(i,τ)∈T

log p(τ |i) (6.11)

where T is the total training set, i is the input sequence and τ is the
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target label assigned to the sequence. Network weights are updated using

Back Propogation Through time in CLC network. CTC performs implicitis

language modeliing using best path decoding method.

δ∗ = arg max
δ
p(δ|i) (6.12)

The number of paths will exponentialy increase and it is directly pro-

porional to the sequence length. So the CTC employs forward-backward

algorithm for perfect output decoding to a most likely sequence of charac-

ters.

6.2.5 Grapheme Level Representation

Grapheme level representation based on the relative position of individual

characters or syllables in the word. CTC designed with a proper uni-

code mapping, still semi ortho-syllable representation [154] provides bet-

ter results with handwriting recognition in Bangla, where the represnta-

tion is based on syllables. The order of the appearance of unicode is not

in the same way as they appear in Indian Languages. For example the

word: tIn»o/kochi can be represented in the unicode label as u′\u0D15′+

u′\u0D4A′+u′\u0D1A′+u′\u0D4D′+u′\u0D1A′+u′\u0D3F ′. Here tIn

= I+ H =u′\u0D15′ + u′\u0D4A′ with two unicodes where in grapheme

level it is three. “»/Compound Character ‘cc’ ” represents u′\u0D1A′ +

u′\u0D4D′ + u′\u0D1A′ with three unicodes where in grapheme level it

is one. In other words grapheme level labelling makes decoding simpler

and it will be suitable for datsets with relatively small number of samples.

Mapping of the Malayalam characters to the grapheme level representation

is shown in Table 6.1.
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Table 6.1: Grapheme level Mapping♣

Si.
No

Grap-
heme

Repres-
entation

Si.
No

Grap-
heme

Repres-
entation

Si.
No

Grap-
heme

Repres
entation

1 A a 2 B aa 3 C ie

4 D u 5 E eru 6 F ea

7 G eaa 8 H o 9 I k

10 J kha 11 K ga 12 L ekka

13 N c 14 O cha 15 P ja

16 Q jha 17 R nja 18 M Ga

19 S T 20 T TDa 21 U Da

22 V DA 23 W N 24 X t

25 Y idha 26 [ da 27 [ dha

28 \ na 29 ] p 30 ^ ph

31 _ b 32 õ bh 33 a ma

34 b ya 35 c ra 36 d la

37 e va 38 f sh 39 g sha

40 h sa 41 i ha 42 j La

43 k zha 44 l R 45 ® eN

46 ° en 47 ² l 48 ± eR

49 ³ eL 50 · kk 51 ¹ nka

52 º nga 53 » cc 54 Õ nch

55 ¼ nna 56 ½ TT 57 ¾ NDa

58 B NN 59 ¿ tt 60 Ð nta

61 Á nn 62 Ã pp 63 Ä npa

64 Å mm 65 Ç yy 66 È ll

67 F vv 68 É LL 69 ¸ ksha

70 Ê RR 71 À nda 72 á ndha

73 ¥ dada 74 ª dadha 75 ar

76 i 77 ii 78 u

79 uu 80 er 81 e

82 le 83 iee 84 w m

85 x two 86 lR 87 uva

88 eya 89 m eu 90 \ gaga

91 Ã jaja 92 Ù saidha 93 b shsh

94 NmO ccha 95 ^ shLa 96 8 pLa

97 ñ SaLa 98 Ã maLa 99 8 haLa

100 u gaLa 101 B kLa 102 £ bLa

103 fma shma 104 ®T NTDa
♣Light gray circles show the position of a consonant character
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6.2.6 Experimental Setup

All the images in the dataset is resized with a fixed height of 64 without

changing the aspect ratio. The maximum width of the image in the dataset

is calculated and pad with zero’s on the right side of the image for make all

the samples in equal size before feeding to CNN. For the experiments the

dataset is divided in to 5−folds and perform cross validation. The input

to the CLC network is batch normalized[125] for training. Convolutional

Layer 1 uses 128 filters with stride 2, where filter height is 64 and width is 5.

Covolutional Layer 2 uses 64 filters with stride1, where filter width is 5 and

height is 1. Both Convolutional Layers are followed by Maxpooling with

stride 2 and 1 respectively. BLSTM layer uses 64 hidden nodes. Final layer

is CTC with softmax operation. Greedy decoding is used to implement

the best path approach. The network is trained using CTC loss and Adam

optimizer with a learning rate of 0.0001. Batch size used for training is 128.

All the experiments are implemented in a machine with Intel Core i7-4770

CPU@3.40GHz x 8cores with 16GB RAM using python and tensorflow.

6.2.7 Post Processing

The predicted words or character sequences are corrected using dictionary.

Levenshtein Edit Distance method [155]is used to find the closest word to

the predicted word and find the error rates. It calculates the number of

edits in terms of insertion, substitution and deletion required to get the

actual word from the predicted word. Here the actual words are included

in the dictionary. Along with BK tree [156] representaion of the dictionary

it finds the words that matches.

6.3 Result Analysis

The evaluation can be based on two aspects either character level (Char-

acter Error Rate a.k.a CER) or Word level(Word Error Rate a.k.a WER).
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CER of the proposed approach is shown in Table: 6.2. CER can be calu-

lated using the equation given below

Let Number of Substitutions = ns

Number of Insertions = ni

Number of Deletions = nd

CER =
ns+ nd+ ni

Total number of characters in the reference
× 100 (6.13)

CER(tIn»o, tIn»m) = 1+0+0
5 × 100 = 20%

CharacterLevelAccuracy(CharAcc) = 100− CER = 80%

To increase the reliability and generalize the model, evalution method

used is k-Fold cross validation, where we experimented with k ∈ 1, 2, 3.

The training and validation pairs can be denoted as : {Traini, T esti}ki=1

Dataset D is divided into 5 folds D1,D2,D3,D4andD5. 20 % of each training

folds are used as validation set. The distribution of Training/ Test dataset

for 5 fold cross validation is

Train1 = D2 ∪ D3 ∪ D4 ∪ D5 Test1 = D1

Train2 = D1 ∪ D3 ∪ D4 ∪ D5 Test2 = D2

Train3 = D1 ∪ D2 ∪ D4 ∪ D5 Test3 = D3

Train4 = D1 ∪ D2 ∪ D3 ∪ D5 Test4 = D4

Train5 = D1 ∪ D2 ∪ D3 ∪ D4 Test5 = D5

The Percentage of results with k− fold cross validation is shown in

Table: 6.2

Loss-Accuracy curive of train/ validation data of fold-3 in 5-fold cross

validation during training is shown in Figure 6.4 and Figure 6.5.
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Table 6.2: Lexicon Free-Result Analysis

Fold k=2 k=3 k=5

Accuracy (%) 75.3 74.9 74.68

Figure 6.4: Loss Curve with Fold-3 data

Figure 6.5: Accuracy Curve with Fold-3 data

With a dictionary consists of 330 words, the average accuracy achieved

in word level is 91% using BK Tree search method[156]. Predicted word

with CLC and dictionary with edit distance is shown in Table 6.3.

Edit distance is calculated using the predicted word with CLC and the

matched word with dictionary. The first six rows of table 6.3 are wrong

sequences or misclassified words, rest of the rows are classified perfectly.
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Table 6.3: Predicted Words and corrected words using dictionary with Edit
Distance

Actual Word Predicted Word with CLC Predicted with Dictionary ED

Nolbo°Ipkm c i zha i zha eu NoÊn± 4

u\aw le ndha m Vw 2

DÉr± o uu eR HÊr± 1

DÉr± k uu eR IÇr± 1

Iqj¿r± k eR mm uu eR HÊr± 2

t]cqÄner± t c npa va ar R uu eR Xn\njr± 4

ancnco·qjw ma m ra ar ra i kk u La m ancnco·qjw 1

ancnco·qjw ma ra ar ra i kk u sha m ancnco·qjw 1

acobn]qcw ma ra i ar p u ra m acobn]qcw 1

acobn]qcw ma ra i ya ar cc u ra m acobn]qcw 1

an½r² ma ar T ma uu l an½r² 2

uejr·c le va ja kk ra uejr·c 2

enctÃ½o ma ar ra e pp pp T i enctÃ½o 3

enkbr± va ar T ya uu eR enkbr± 1

ASr± a ya uu eR ASr± 2

eoPb]qcw va i ja u nka p u ra m eoPb]qcw 2

eoPb]qcw va i ja va p u ra m eoPb]qcw 1

e¾r± va nch uu eR e¾r± 1

e¾r± va nga uu eR e¾r± 1

eoXqc va i t u t ra eoXqc 1

uNcn\Èr± le p ra ar na ll uu eR uNcn\Èr± 1

Minimum edit distance used for the dictionary matching is 4. There are

some samples that doesn’t find any matching word from the dictionary,

example: “ e na yy ar RR i en k ra”. The same word is matched with Edit

Distance - 7 with actuals.

List of words with 100% accuracy is shown in Table 6.4.
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Table 6.4: List of Words with 100% Accuracy

1 uadSo 2 tanuIco 3 aqÁobr±

4 Acp·qjw 5 tanlbr± 6 aqu¿ndo

7 tta\nKÃÉo 8 eS·° ]ler± 9 AcqenÃqdw

10 ]nd·qk 11 ]Éo»² 12 ]nÃo\oubco

13 ]½nko eSu··c 14 AXocÃoÉo 15 t]couºn½qIqlobo

16 ]qluaco 17 ]q¿° uedo·c 18 Buendo

19 XocqanlnSo 20 Xocqendo 21 Xocqe\Ð]qcw

22 tXnSobr± 23 eSu··nSm 24 enWobwIqjw

25 enSn\ÃÉo 26 enSn\ÃÉo 27 Nol·nu·nSm

28 uInkou·nSm 29 _ndqubco 30 BZo»\Èr±

31 GÊqan\r± 32 NSbawKdw 33 Nºucn¿m

34 Nne·nSm 35 tNÈn\w 36 ]nTw

37 BdºnSm 38 hwincar±¿o 39 NoÊn±

40 [±ÅSw 41 FS·nSm 42 ISq¿qcq¿o

43 IÈynubco 44 Bdqe 45 IWobnÄÊ

46 Inh±uInSm 47 B\·c 48 Iok·Ädw

49 tInSwXqcq¿m 50 tInSqeÉo 51 tInÈbo²

52 Ir½odºnSo 53 uIn½nº² 54 tInbodn¾o

55 Iqdq·Èr± 56 IqÊou·n² 57 B\o·nSm

58 aSer± 59 aSott· 60 awKdw

61 anWo·²

6.4 Summary

In this chapter, a lexicon free recognition of the malayalam words are ex-

perimented and the results are promising. The motivation to do this exper-

iment was to make the system generic viz. the beahviour is same for any

input data. The accuracy reported is with the JMHRDB1. For a generic

system instead of dictionary language model should be used. Sequence

mapping with unicode and Grpaheme level representations are performed,

the later provides the better result. The ambiguity in the decoding of se-

quences of each characters in the set { ‘ ’, ‘ ’, ‘ ’ }, { ‘ ’, ‘ ’

} and compound characters can clearly be resolved by using this mapping.
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The implementation of dictionary as a post processing method reduces the

CER and WER using the JMHRDB1.



Chapter 7

Prototye Form Processing

System

I love taking an idea... to a prototype and then to a product that millions of people

use.

Susan Wojcicki

7.1 Introduction

Documents can be either structured or unstructured. Recognition of struc-

tured documents are comaparatively easy compared with unstructured doc-

uments. Structured documents contain tables and forms to fill the data.

Form is a document generally use to gather information, which contains one

to one mapping between questions and fields to be filled manualy by differ-

ent individuals. Forms are appear in various applications like school/ col-

lege admission form, Birth Certificate/ Live Certificate/ Death Certificate

Application forms. DMOS a.k.a Description and MOdification of Segmen-

tation [157][158] is a system developed for generic reognition of all type of

123
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documents. For invoice recogntion mainly for healthcare sector, smartFIX

[159] sucsessfully implemented for form analysis. In this chapter we pro-

pose a knowledge based extraction and recognition method of information

from the birth certificate application forms. Document recognition enables

the fast retrieval of information from the documents and archiving it in an

efficient and effective manner. It consists of two phases called 1) Analysis

and 2) Understanding. In analysis phase deals with geometry or layout of

the document. Understanding phase extracts the data and recognize using

lexicon free/ specific methods.

7.2 Analysis

Mapping with the questions and answers are done on the basis of knowledge

rule. Sample form is shown in Figure.7.1

The rectangles used to provide answers to the questions are not equal

size. The variable size of rectagles helps to make it as template for mapping

answer to the questions. The various template matching method [160] for

finding the template in the referenced image or document is explained in

the following sections.

7.2.1 Template Matching Methods

Sum of Squared Difference Matching

SSD(Sum of Squared Difference) is based on the pixel intensity. Template

is placed over the image and move in a sliding window manner and perform

the difference between the corresponding input image and template, then

square and find the aggregate sum as shown in the equation(7.1). If the

value is zero means exact match or if the value is very high means bad

match. Close to zero consider for perfect matching.
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Figure 7.1: Modified Birth Certificate Form

SSD(p, q) =
∑
p′,q′

[T (p′, q′)− I(p+ p′, q + q′)]2 (7.1)

where T (p′, q′) is the intesity value in the template at position p′andq′.I
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stands for the document, p+p′ and q+q′ are the parameters for slide across

the image.

Correlation Matching Method

The difference operation replace with multiplication in SSD is the only

modification to achieve CMM (Correlation Matching Method) as shown in

equation (7.2)

CMM(p, q) =
∑
p′,q′

[T (p′, q′) · I(p+ p′, q + q′)]2 (7.2)

Interpretation of the results are also just opposite to SSD. ie.In CMM if

the result is close to zero or zero it is bad match and higher value leads to

perfect match.

Correlation coefficient matching methods

CCMM(Correlation Coefficient Matching Method) follows same basic frame

work of CMM.Instead of pixel intensity value, it took the mean value of the

template relative to the mean value of the reference image or document.

Mathematical representation of CCMM is shown in equation 7.3.

CCMM(p, q) =
∑
p′,q′

[T ′(p′, q′) · I ′(p+ p′, q + q′)]2 (7.3)

where T ′(p′, q′) = T (p′, q′)− 1

(w · h)
∑
p”,q”

T (p”, q”
(7.4)

and

I ′(p+ p′, q + q′) = I(p+ p′, q + q′)− 1

(w · h)
∑
p”,q”

I(p+ p”, q + q”)
(7.5)
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Normalized Methods

To reduce the lighting effects between the template and image, Normalized

versions of the any of the methods discussed previously can use. Normal-

ization co-efficient,Z(p, q) is expressed in equation (7.6)

Z(p, q) =

√∑
p′,q′

T (p′, q′)2 ·
∑
p′,q′

I(p+ p′, q + q′)2 (7.6)

Normalized sum of squared differences,corelation, correlation co-efficient

can be mathematically expressed by equation (7.7),equation (7.8),equation (7.9)

respectively.

SSDnorm(p, q) =
SSD(p, q)

Z(p, q)
(7.7)

CMMnorm(p, q) =
CMM(p, q)

Z(p, q)
(7.8)

CCMMnorm(p, q) =
CCMM(p, q)

Z(p, q)
(7.9)

The comparison with different template matching methods are shown

in Table 7.1.Correlation co-efficient matching method produced 98.81 %

accuracy with 50 forms.

Table 7.1: Comaparison of Accuracy with template matching methods

Method Accuracy

SSD 27.27

CMM 9.09

CCMM 98.81

SSD norm 25

CMM norm 22.72

CCMM norm 68.18
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7.2.2 Document Form Processing

A block diagram giving the flow of actions for extraction of contents from

form document image is shown in Figure 7.2. To find the proper offset val-

Figure 7.2: Block Daigram of Birth Certificate Form Processing

ues of the blocks to extract, template matching method is used. All meth-

ods explained in Section 7.2.1 experimented with the dataset, JMHRDB2.

Correlation coefficient matching method provide better result compared to

all other methods. Extracted blocks with borders are shown in Figure 7.3

Figure 7.3: Extracted blocks from Birth Certificate Form

Borders are eliminated and remove the space from all the sides before

feed to the recognizer. Knowledge mapping is represented in Figure 7.4

Tree representation of the document is shown in Figure 7.5, where in-

ternal root nodes represents questions and leaf nodes represents answers.
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Figure 7.4: Knowledge Mapping of Question and Answers

Signature verification is not consider in our work, even the datset consist

of it in a well separated manner.
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Figure 7.5: Tree Representaion of the Knowledge base-Q’s represents ques-
tions and A’s represents answers

7.3 Recognition

Prototype for the Birth certificate recognition is shown in Figure 7.6. The

protoype consists of form data extraction and recognition module. The

resesigned JMHRDB1 form data are fed to form data extraction module,

where it use correlation co-efficient template matching method . 22 tem-

plates are provided for the extraction of ground truth and data, Borders

are eliminated from the extracted block. CLC pretrained model dicussed

in Chapter6 is used for the recognition purpose. The response to Q9.c

provided the maximum accuracy of 79%.

Figure 7.6: Birth Certificate Recognition- Prototype

Dataset discussed in Chapter 3 is used for the experiments. Method
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used for recognition is discussed in Chapter 6. Accuracy is shown in Ta-

ble 7.2 is question wise and the metric used is CER.

Table 7.2: Question-Wise Result Analysis

Question Accuracy Question Accuracy

Q2 77.2 Q7.b 76.9

Q3 72 Q7.c 77.1

Q4 73.4 Q8.a 71

Q5 72.3 Q8.b 72.1

Q6.a 70.1 Q8.c 78

Q6.b 78.8 Q9.a 70.2

Q6.c 77.9 Q9.b 77.7

Q7.a 71.2 Q9.c 79

Some of the samples and their transcriptions by the model with their

Edit distance and CER is furnished in Table 7.3.
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Table 7.3: Word Images and transcriptions with ED (Edit Distance) and
CER

Si
No

Image
Recognized

Word
ED

CER
(%)

1 XoXe\Ð]qcw 2 18.18

2 uIcjw 0 0

3 t]W 1 33.33

4 AbuÐn³ 1 16.67

5 fpard\Kcw 1 10

6 hqcZo 1 20

7 ·\wttX 2 28.57

7.4 Summary

Birth Certificate form recognition is one of the application of offline hand-

writing recognition. As a future work identification of the blocks or fields

can consider as a machine learning problem. Performance of our proto-

type form processing system may be improved by using a language model.

Digit recognition sub-module of the form processing system is trained using

handwritten samples of MNIST dataset. This prototype model can extend

for any applications with the modifications of form structure.
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Conclusions

A conclusion is the place where you get tired of thinking.

Arthur Bloch

This thesis decribes the new techniques for offline handwriting recog-

nition of Malayalam strings. Word recognition using holistic and analytic

approach are discussed. Holistic approach are suitable for limited lexi-

con size applications like Town/ Village/ Corporation/ Panchayath name

recognition etc. For a generic recognition the approach can be analytic or

hybrid. Sequence wise analysis and labelling is a better option for generic

recognition and the system is scalable in this case. Several subproblems

or challenges for the transcription of handwritten image are addressed in

this thesis. The major challenge for the recogntion of Malayalam or any

Indian language is to devise a proper method for segmentation or follows

segmentation free approach.

As part of this research work we developed a dataset called JMHRDB,

suitable for handwritten Malayalam word and document recognition. It is

available in hdf5 format with groud truth of each individual file. Newly

133
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adapted methods for offline Malayalam handwriting recognition is shown

in Figure 8.1

Figure 8.1: Newly adapted methods for offline Malayalam Handwriting
Recognition shown in blue colour

Implementation of deep architectures shows that they are suitable for

holistic/ analytic recognition. We used two state-of-the-art methods to

design/ implement the architecture. These methods are based on Convo-

lutional and Recurrent Neural Network. Traditional or classical machine

learning methods also implemented and compared with some existing Hindi

and Marathi Dataset. Both Traditional and Deep methods shows that it is

suitable for script independent recognition. Prototype for birth certificate

recognition system is also proposed, which can be extended to many other

forms.

Various applications of handwriting recognition are answer paper eval-

uation, reading notes, bank cheque processing, address interpretation from

the postal mails, application form/invoice processing, signature verification,

writer identification, gender classification, keyword spotting and medical

applications viz. to identify the progress of paralysed patients after the

treatment.
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Some of the future works are, in practical applications like postal mail,

lecturer notes etc., it is common that different scripts are used in the same

pages or documents. Script identification and recognition is an obvious

solution for it. Another work that can be done along with this is writer

identification, it will be useful for various forensic and demographic inves-

tigations. Malayalam handwritten keyword spotting is another area to be

focussed, which will enhance the abilities to reteieve the right information

quickly. Enhanced Label embedding closely related to PHOC(Pyramidal

Histogram Of Characters) for Indian languages is also another future area of

research. The recognition of multi word, line, Paragraph, page are another

area of research to be focus.
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Schaik. Emnist: an extension of mnist to handwritten letters. arXiv

preprint arXiv:1702.05373, 2017.

[37] Mohamed E Hussein, Marwan Torki, Ahmed Elsallamy, and Mah-

moud Fayyaz. Alexu-word: A new dataset for isolated-word closed-

vocabulary offline arabic handwriting recognition. arXiv preprint

arXiv:1411.4670, 2014.
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Appendix A

consent forms

Sample consent forms are shown in Figure: A.1, Figure: A.2, Figure: A.3

and Figure: A.4.
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Figure A.1: Consent of George Kutty
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Figure A.2: Consent of Anupama
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Figure A.3: Consent of Shyam Sunder Iyer
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Figure A.4: Consent of Valsala Devi


