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CHAPTER 1  

INTRODUCTION 

Water is the real elixir of life. Ocean covers approximately 70 

percentage of the earth's surface. Despite the importance of oceanic 

environment, humans are still unable to inquire the full depth of the ocean 

and discover its resources and wealth due to the dangerous, cold and dark, 

unfamiliar environment.  The safety and surveillance of oceanic 

environment thus become very relevant for research. 

Underwater oil and gas resources account for around six 

percentage of global oil production. Once oil and gas are discovered in an 

underwater field, massive production platforms and specially designed 

systems and pipelines are required to extract and transport the oil and gas 

to shore [1] which makes it very mandatory to keep track of their physical 

condition. Recently, remotely operated vehicles (ROV) and autonomous 

underwater vehicles (AUV) are on the threshold of playing a key role in 

inspecting pipelines because they eliminate the need for humans to be at 

great depth or in dangerous conditions. It can collect and save required 

information without human intervention making it possible to introduce 

complete level of autonomy in inspecting pipelines. Vision based system 

is one of the cheapest methods for underwater pipeline inspection [2]. 

This chapter deals with the area of research work undertaken and 

the significance of the work. It explains different methods used for 

autonomous vision based underwater navigation. Various underwater 

image enhancement techniques and object detection techniques that are 

used prior to underwater pipeline tracking are also explained.  Field 

programmable gate array (FPGA), which is used for hardware 

implementation, is also introduced in this chapter.  
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1.1 Underwater Vehicle Navigation 

The typical techniques adopted by marine biologists and marine 

guards, to study and analyse underwater objects and animals involve 

underwater observation and photography, combined net casting and 

acoustic (sonar) and human hand-held video filming. Even though the net 

casting method is accurate, it damages the environment. Periodic 

observations are conducted by marine biologists which can also help in 

other marine related applications. This time consuming work heavily 

depends on strict knowledge and the ability to observe, count and describe.  

Limited information is provided by human filming and habitat, though they 

do not damage the habitat. The level of accuracy and interpretation of the 

collected information strictly depends on the knowledge and database 

available to the observer. Underwater vehicle navigation is an alternative 

method to solve this issue. 

The precise navigation of underwater vehicles is a difficult task due 

to the challenges imposed by the variable oceanic environment. It is 

particularly difficult if the underwater vehicle is trying to navigate under 

the Arctic ice shelf. Indeed, in this scenario, traditional navigation devices 

such as GPS, compasses and gyrocompasses are unavailable or unreliable. 

Also, the shape and thickness of the ice shelf is variable throughout the 

year. Current Arctic underwater navigation systems include sonar arrays to 

detect the proximity to the ice. However, these systems are undesirable in a 

wartime environment, as the sound gives away the position of the 

underwater vehicle[3]. 
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1.2 Traditional Methods for Underwater Vehicle 

Navigation 

The different methods such as acoustic and vision based techniques 

can be used to explore the underwater environment.  
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1.2.1     Acoustic Methods 

One of the major techniques used to analyse object distribution is 

Sonar Technology. Acoustic echo-sounding is a popular method to 

determine the presence of objects in the underwater environment. 

Typically, the acoustic energy back scattered from the object is analysed by 

a receiver located at the same site as the transmitter. When sound travels 

through a moving heterogeneous medium such as river, it is refracted in 

various ways due to the presence of significant and insignificant objects in 

the medium. Observation of these distorted signals lacks crucial 

information regarding the sources causing the refraction. So this method 

cannot be considered as the optimum technique to detect the underwater 

objects. Under such complicated conditions video based object detection 

can provide better results compared to other methods available. Fig. 1.1 

shows acoustic method of underwater vehicle navigation. Here, a receiver 

located at the same site as the transmitter analyses the acoustic energy back 

scattered from the object. 

 

     

 

 

 

 Fig. 1.1  Acoustic method 

1.2.2 Vision based Methods 

Detection of underwater objects can be carried out using vision 

based systems.  Many relevant information can be revealed by videos and 



Traditional Methods for Underwater Vehicle Navigation. 

 

 29 

images which can be utilised for mankind. The unique set of constraints 

existing in 



 

 30 

underwater, limits the ability to process the underwater images. The 

physics of light and attenuation of electromagnetic spectrum which are 

associated with underwater images are the major constraints. Absorption 

and scattering, the specific features of light, make it difficult to process 

vision task. Underwater images degrade due to non-uniform illumination, 

low contrast, and colour change with prominent green or blue hues, low 

contrast and short range. The task of extracting objects by observation can 

be extremely difficult as the vision is restricted due to illumination changes, 

movements of objects, different morphological properties, complex 

underwater environment, degraded image quality, partial and full 

occlusions, requirements for real time processing etc. 

1.3     Underwater Imaging 

Underwater images get degraded due to poor lighting conditions 

and natural effects like bending of light, denser medium, reflection of light 

and scattering of light etc. As the density of sea water is 800 times denser 

than air, when light enters from air (here lighting source) to water, it partly 

enters the water and partly reflected reverse.  More than this, as light goes 

deeper in the sea, the amount of light enters the water also starts reducing.  

Due to absorption of light in the water molecules, underwater images will 

be darker and darker as the deepness increases.  Depending on the 

wavelength also, there will be colour reduction. Red colour attenuates first 

followed by orange. As the blue colour is having shortest wavelength, it 

travels longest in seawater there by dominating blue colour to the 

underwater images, affecting the original colour of the image.  

1.3.1 Optical Propagation of Light in the Sea 

The overall performance of underwater vision system is influenced 

by the basic physics of propagation of light in the sea. The overall 
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performance of underwater vision system is influenced by the basic physics 

of propagation of light in the sea. One must take care about absorption and 

scattering of light when considering underwater optical imaging systems.  

Most often accurate values of attenuation and thorough knowledge of 

forward and backward scatter is required for restoring underwater images.  

1.3.2 Underwater Optical Systems 

Underwater optical systems can also be classified as passive and 

active as in the case of sonar systems. In the case of passive systems, the 

image objects have been illuminated by some other source than the one 

associated with the imaging system. Here sunlight or some other source 

like bioluminescence is the main source of light.  This type of systems are 

particularly useful for fish seeking prey or for those who are visualising the 

scene without any detection On the other hand, active systems make use of 

their own generated source of light.  Here one can use strobe or continuous 

artificial illumination. The incidental light can be collimated into very 

narrow beams, having an option of short duration.   

For short range operations, simple systems incorporating a good 

camera with a controlled light are sufficient.  For long ranges, separate 

illumination systems have to be added along with camera.   

1.4 Underwater Image Enhancement  

 Due to apprehension regarding the present conditions of the 

world’s oceans many large scale scientific projects have instigated to 

examine this. The   underwater video sequences are used to monitor marine 

species. Underwater image is inundated by reduced visibility conditions 

making images deprived of colour variation and contrast. Due to this 
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restriction other methods like sonar ranging has been preferred previously. 

Since alternate 
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methods yield poor resolution images which are hard to understand, 

nowadays for close range studies visible imaging are preferred by 

scientists. The emphasis of this work deceits primarily in the area of 

implementation of vision system which involves analysis of enhanced 

images.  

Image enhancement techniques are usually divided in frequency 

domain and spatial domain methods. The frequency domain methods are 

normally based on operations in the frequency transformed image while 

spatial domain methods are based on direct manipulation of the pixels in 

the image itself.  Some fundamental image enhancement methods are 

introduced in the following sections. 

1.4.1 Frequency Domain Techniques       

      Frequency domain techniques are Fourier transform based 

filtering, homomorphic filtering etc. Here Fourier transform of the 

degraded image is taken and is multiplied by an appropriate filter. Few 

basic filters are explained here. 

 Low Pass Filter:    

Low pass filtering involves the elimination of the high frequency 

components from the image resulting in the sharp transitions reduction 

that are associated with noise. An ideal low pass filter would retain all 

low frequency components and eliminate all high frequency 

components but low pass filters suffer from two problems: blurring and 

ringing.   

 High Pass Filter:  
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These filters are basically used to make the image appear sharper. High 

pass filtering works in exactly the same way as low pass filters but uses 

the different convolution kernel and it emphasises on the fine details of 

the image. While high pass filter can improve the image by sharpening 

overdoing of this filter can actually degrade the image quality. 

1.4.2 Spatial Domain Techniques 

Spatial domain techniques based image enhancement are contrast 

enhancement, grey level slicing, histogram equalisation, point processing 

operation, negative of an image, power law transformation etc. A few 

methods are described below. 

 Contrast Enhancement  

Image contrast enhancement is a method which is used to increase the 

visibility of images. Here, the intensity of the pixel grey level is 

modified based on a function. Intensity based methods are of the form: 

𝐼𝑜(𝑥, 𝑦) = 𝑓(𝐼(𝑥, 𝑦))                                                       (1.1) 

In Eqn. 1.1, the original image is 𝐼(𝑥, 𝑦), the output image is 𝐼𝑜(𝑥, 𝑦) 

and f is the transformation function. Intensity based methods transmute 

the grey levels over the entire image. Even after the transformation 

pixels with same grey levels throughout the image remain same. 

Contrast stretching is a generally used method that falls into this group.  

 Histogram Equalisation  

The histogram is a graph showing the number of pixels in an image at 

each different intensity value found in that image. Histogram 

equalisation redistributes pixel intensity values in an attempt to flatten 
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(evenly distribute) the image histogram, thus increasing the dynamic 

range and as a result, increasing the image contrast. The method is 

useful in images with both backgrounds and foregrounds are bright or 

dark. It often produces unrealistic effects in photographs, but is very 

useful in scientific images such as x-ray, satellite or thermal images. 

Histogram equalisation [4] differs from contrast stretching in that it 

uses non-linear transfer functions to map between pixel intensity values 

in the input and output images. 

1.5 Underwater Object Detection 

Underwater object detection is necessary for obstacle avoidance in 

front of the vehicle and also for detecting pipeline. Due to the complex and 

dynamic environment inside the water, fast moving objects cannot be 

tracked accurately.  

The situation becomes more complex when moving object tracking is 

considered in a dynamic water surface. In particular, blurriness is the most 

common situation in an underwater video taken in dynamic water, and its 

removal is difficult. In this environment, movement of the object at 

different velocities and at different time are the most serious problems. The 

detection methods like temporal difference, background subtraction or 

optical flow can detect moving objects. 

1.5.1 Temporal Difference Method 

Temporal difference computes the difference between two or three 

consecutive frames. It is good at adapting to the dynamic environments, but 

poor at extracting enough relevant feature pixels, resulting in holes being 

generated in the moving object. This method is based on simple 

convolution. Hence the method is fast and simple to implement. But 
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besides all these advantages, this method is susceptible to noise and 

variations of the timings of movement of objects. 

 

1.5.2 Background Subtraction method 

In this method, a reference image is calculated, and each new frame 

is subtracted from the reference image followed by segmentation and 

thresholding. Time-averaged background image is used as a reference 

image. The main drawback of this procedure is the need for calculation of 

reference image in such a way that foreground objects are absent. This 

method is not used when varying illumination or moving backgrounds are 

considered. The solution to this problem is the re-estimation of the 

reference image. This method is very tedious due to variations in 

illumination, swaying vegetation, rippling water and effects of shadows. 

New models like texture based background removal can be developed to 

solve this. 

Single Gaussian background model, Gaussian Mixture Modelling 

(GMM) and Kernel Density Estimation (KDE) are the most commonly 

used methods for background subtraction [5].  

1.5.3 Optical Flow Method 

Optical flow estimation yields a two-dimensional vector field, i.e., 

motion field that represents velocities and directions of each point of an 

image sequence. It presents moving object detection by deformation of 

frames. The two-dimensional vector that is yielded from optical flow 

method gives all information about moving object but is complex when 

implemented for real-time applications [6].  
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1.6 Underwater Pipeline Tracking 

In the last few years, exploitation of underwater gas and oil fields 

have increased. The produced oil and gas is transported mainly using 

pipelines which need to be regularly inspected. Submarine communication 

cables are laid on the sea floor for data communication across stretches of 

ocean. Due to earthquakes and other environmental changes these 

underwater cables and pipelines can get wear and tear which need to be 

found and repaired quickly. The constant need for monitoring the state of 

the pipelines and cables is highly important. 

While inshore pipelines  can be  maintained by  divers,  for offshore  

pipelines,  unmanned underwater vehicles (UUV) are preferred [7].  

Inspection of underwater pipelines is done using Remotely Operated 

Vehicles (ROVs) which require human intervention. To avoid this risky 

method a more practical solution will be, to develop an intelligent vision-

based navigation and guidance system which involves an efficient method 

for vision-based target detection and tracking methods.   

1.7 Field Programmable Gate Array (FPGA) 

FPGAs are often used as implementation platforms for real-time 

image processing applications because their structure can exploit spatial 

and temporal parallelism [8]. In image processing, FPGAs have shown very 

high performance in spite of their low operational frequency [9].  

The main hardware platform to realise high-performance parallel 

architecture is Application Specific Integrated Chip (ASIC). However, with 

the advances in semiconductor technology the capacity and performance of 

FPGAs have improved to such an extent that, together with their inherent 

parallelism and reconfigurability, these devices have become a viable 
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prototyping hardware platform for the investigation and implementation of 

high performance processing algorithm. Subsequently, FPGAs are now 

used, extensively, in modern high-performance filtering applications such 

as medical imaging, mobile video applications, satellite data weather 

forecasting etc. Thus, enormous parallel algorithms applications are 

implemented in FPGA utilizing it as a reconfigurable hardware platform.  

However, as the complexity of FPGAs has increased several 

inadequacies in the software support tools, associated with FPGA 

realisations are becoming apparent and needs to be addressed. First, there is 

a lack of suitable constructs in Hardware Design Language (HDL), used in 

early design phase, to efficiently describe the structures to implement the 

parallelism existing in multi-dimensional convolution/correlation 

algorithms and their parallel filtering architectures, being realised in FPGA 

technology. Second, to facilitate the rapid prototyping of architectures, an 

IP library of commonly used cores needs to be developed, which would 

also include an efficient mapping strategy for the fundamental blocks onto 

FPGA structure. Finally, as the complexity of the systems being 

implemented on an FPGA device increased, there is a requirement for a 

concurrent hardware/software system design flow [10][11].  

1.8 Motivation for the work 

Undersea cables and pipelines are partly exposed to open water 

where salt, plants, moving sand, fishing activities, anchors and even shark 

bites can damage the conduits so that they need to be monitored from time 

to time. Inshore divers can control the conduits, while offshore, with 

increasing depth, underwater vehicles have to fulfil this task. When cables 

and pipelines are to be controlled with a remotely operated vehicle, the 

operator has to steer the vehicle following the conduit by watching the 
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camera images that are sent by the vehicle to the ship. At the same time, the 

operator or another person has to search for defects. Such a manual visual 

control is a very tedious job and tends to fail if the operator loses 

concentration. Therefore and because of the high cost of ROVs, 

autonomous underwater vehicles (AUVs) are used to fulfil this task without 

any user interaction. Recently installed cables and pipelines have defined 

shape and colour and can therefore, be easily detected with cameras, but, 

when they get older, their visual appearance changes drastically. Marine 

flora tends to grow on top and in the neighbourhood of cables and pipelines 

and moving mud and sand can make them hardly visible. In the deep sea, 

robots have to carry their light sources because of the lack of ambient light, 

which results in irregular lighting conditions. Additionally, light suffers 

from absorption and dispersion along its propagation in the oceanic 

medium that gives rise to blurred and low-contrast images. 

As per literature, detection of clear shaped cables and pipelines with 

straight, high-contrast borders in camera images can be considered as 

solved. Simple border enhancing filters followed by a filter can be used for 

tracking. This method does not work on noisy images of old cables. 

The design can be implemented in ASIC, FPGA or DSP. Designing 

an ASIC for a limited number of applications is not cost effective. 

Implementing the design in a DSP is just running a software in a special 

processor. DSP based design is not a true hardware design. On the other 

hand, FPGA design is a hardware implementation where the design 

configure a Register Transfer Level (RTL) hardware depending upon the 

algorithm. So, for a limited number of applications, FPGA can be an 

alternative to ASIC.  
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1.9 Objective of the work  

The present work aims at FPGA implementation of a new visual 

cable/pipeline tracking algorithm, comprising of image enhancement and 

object detection, which can be used to control AUV. Thus the vision 

system should be able to navigate along a cable or a pipeline respectively 

without any user interaction. The following objectives have been 

formulated to achieve this. 

 Developing a novel pre-processing algorithm to enhance underwater 

degraded images. 

 Developing a better object detection algorithm to avoid obstacle 

avoidance in front of the AUV. 

 Developing an improved algorithm for tracking underwater pipeline. 

 Implementing the developed algorithms in FPGA. 

1.10 Research Contribution 

Multi-scale image fusion from a single image was used for 

enhancing degraded underwater images. New derived input from the single 

input image and new weight maps, suitable for the underwater scenario, 

were derived and were fused to form the enhanced image. Underwater 

images suffer from colour degradation due to light scattering and 

attenuation of light waves through water. Colour correction was done after 

image fusion. Novel algorithms were also developed based on multi-scale 

retinex algorithm and Adaptive Histogram Equalisation (AHE) to enhance 

underwater images. The algorithms were compared on the basis of 

qualitative metrics.   

Next, object detection was carried out using a novel algorithm based 

on adaptive Gaussian mixture model. Here modified median filter and 
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Otsu’s thresholding were used to obtain better results in an underwater 

environment. Comparison with existing AGMM and conventional 

background subtraction was made.  

After detection, pipeline was tracked using alpha beta filtering 

based method.  Alpha beta filtering was chosen for its simple computation. 

The model was modified with assumptions and computations to incorporate 

speed variations of the vehicles that showed better results for pipeline 

tracking. The trajectory of the proposed algorithm was compared with the 

conventional alpha beta filtering method for various trajectories such as 

sine, step and random shapes.  

All designs were implemented in Virtex 4 FPGA. Their device 

utilisation were tabulated. The work was carried out using offline 

underwater images/videos. 

1.11 Organization of the Thesis 

The salient highlights of the work carried out are explained below. 

1.11.1 Review of the past work 

Chapter 2 addresses review of research works reported in literature 

in the areas of underwater image enhancement, object detection, 

underwater cable/Pipeline tracking and Field Programmable Gate Array 

implementations. Review of various image enhancement techniques was 

carried out. Various algorithms used for cable/pipeline tracking are 

reviewed. Various FPGA implementations of image processing algorithms 

were discussed. The advantages of FPGAs over digital signal processors for 

implementing parallel algorithms were also noted. 

1.11.2 Methodology 
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Chapter 3 addresses the methods adopted in the proposed work 

carried out. The proposed model of the work is briefly explained in this 

section. Various methods that were used for implementing the design is 

also described.  

1.11.3 Multi-scale pixel based image fusion 

Chapter 4 mainly deals with the design and implementation of 

multi-scale fusion method used for enhancing underwater images. Other 

image enhancement techniques that are used to compare with the fusion 

method is also narrated. Their implementations in FPGA and the results are 

also explained.  

1.11.4 Underwater moving object detection 

Moving objects can be hazardous while tracking pipeline. Detecting 

moving objects can be helpful for the smooth navigation. Chapter 5 deals 

with implementation of moving object detection using background 

subtraction method and Adaptive Gaussian Mixture Model (AGMM) 

method. 

1.11.5 Pipeline Tracking 

Pipeline tracking based on Hough transform and its implementation 

in FPGA are described in chapter 6. Pipeline tracking using optical imaging 

is one of the recent research areas in the underwater scenario. 

1.11.6 Conclusions 

Chapter 7 addresses conclusions and future scope of the thesis. The 

various algorithms implemented in FPGA for underwater pipeline tracking 

is detailed. The scope of the future work is also described. 
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1.12  Summary  

A brief introduction to underwater imaging and basic image 

enhancement techniques is explained in this chapter. Moving object 

detection and cable tracking methods are also highlighted. The importance 

of FPGAs in image processing applications is also discussed in this chapter. 

Motivation, objectives and research contribution of the thesis is narrated. 

The salient highlights of work carried out are also briefly introduced. 
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CHAPTER 2  

LITERATURE REVIEW 

This chapter is devoted to the review of research work reported in 

open literature in the areas of underwater image enhancement, pipeline 

tracking and FPGA based design. The various methods adopted for 

underwater image enhancement and its requirement for various 

applications are reviewed. Different techniques described in the literature 

for object detection and tracking are also explained. The importance of 

FPGA in image processing and its advantages over DSP’s and general 

purpose processors are also reviewed.  The consolidated findings and 

results of various researchers for different methods and techniques are 

discussed.  

2.1 Introduction  

Visual tracking is one of the options used in AUV for navigation. 

To study the particular behaviour of a species or behavioural pattern of 

underwater life, close observation for a long period is required. While 

observing the target, it may, sometimes, necessary to move along with the 

object. In situations like maintaining man made under water objects by 

routine observations, AUV must be capable of doing close observations.  

Therefore, the underwater exploration and maintenance require that the 

AUV have proper observations so that close tracking and following along 

or with these objects is necessary.   

FPGAs are often used as implementation platforms for real-time 

processing applications because their structure is able to exploit spatial and 



 

 45 

temporal parallelism. Such parallelisation is subject to the processing mode 

and hardware constraints of the system. Considering its low power 

consumption, FPGA can be well suited for implementing vision algorithms 

to be employed with AUV. 

The literature review was carried out in three parts. In the first part, 

review of different image enhancement techniques used for various 

applications is done. The importance of underwater image enhancement is 

also reviewed.  In the second part, algorithms used for object detection and 

tracking are reviewed. The advantages and disadvantages of various 

algorithms are also noted. The importance of FPGA in implementing image 

processing algorithms in comparison with other hardware implementing 

platforms such as Digital Signal Processors, ASIC, that are explained in 

open literature, are included in the third part.  

2.1.1 Underwater Image Enhancement. 

The autonomous underwater vehicle incorporates vision system for 

various applications. A review of several applications is carried out. All 

these applications require pre-processing of an acquired video or image. 

Various techniques for enhancing underwater images are also reviewed. 

Donna et al. [12] suggested that to have a better advancement in 

underwater imaging the following areas have to be advanced. Affordable, 

high quality cameras needed, compact, efficient and easy to program digital 

signal processors should be available and better modelling and simulation 

software is required. The authors have set up camera system to monitor 

coral reef communities in marine parks.  Not all cameras deployed in the   

sea are 
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stationary or mounted to underwater vehicle. Since mid-1980’s, animals 

have become imaging platforms. 

Padmavathy et al. [13] described the need of pre-processing for 

underwater images because of the poor  quality of the captured image. 

Various filters such as homomorphic, wavelet denoising etc. are compared. 

For Gaussian noise, wavelet method was better, and for salt and pepper 

noise homomorphic filter has shown a better result. Speckle noise can 

easily be removed by using wavelet denoising. 

In their work, Prabhkar et al. [14], have taken images using Canon 

D10,  a waterproof camera, at an approximate depth of 2 m, measured from 

the surface level of water. The pre-processing method consists of 

homomorphic filtering which helps in correction of non-uniform 

illumination of light, and another wavelet denoising technique was used to 

remove additional Gaussian noise present in underwater images. In the end, 

a bilateral filtering was applied to smoothen underwater images and 

contrast stretching was used to normalise the RGB values. 

Plakas et al. [15] stated in their paper that the use of uncalibrated 

computer vision techniques was used in the field of underwater application 

of computer vision where thermal and mechanical strain on the camera 

along with a usually unknown and highly unstructured environment, poorly 

illuminated source and noisy images were present. Uncalibrated means, 

intrinsic and extrinsic parameters affecting images were unknown. 

Calibration could be lost due to collisions, changes in the environment or 

other unpredictable events. The authors used two modules for 

reconstruction. One, computing projective reconstruction from a set of 

feature correspondences between images in a video stream. The second 
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one, recovering the Euclidian target reconstruction from the projective one, 

employing a priori knowledge of the distances between five identifiable 

seen points. 

John et al. [16] stated that none of the existing approaches could 

handle the scattered light and colour image distortions which took place in 

underwater images with the possible presence of artificial lighting. The 

authors claimed that their algorithm tried to minimise the effect of the 

probable presence of the artificial source. Dark channel prior (method to 

derive scene depth) was used first to evaluate the scene distance from the 

camera. After the derivation of the depth of map, the foreground and 

background areas inside the image were divided. The light intensities of 

background and foreground were then compared to find the usage of the 

artificial light source during image capturing process. The hazing algorithm 

and wavelength compensation eliminated haze effect and colour image 

variation along the underwater propagation. 

The approach of Fan et al. [17] applied multi-scale retinex 

algorithm to the luminance component of the image. Then they did 

subtraction operation followed by median filter. 

An approach was employed by Kaiming et al. [18] using the dark 

channel prior. Using this prior, the thickness of the haze can be directly 

evaluated and a good quality image free form haze can be obtained. The 

drawback of above discussed algorithms was a slower response i.e., 

processing time of 35 seconds, on a 600*400 image.  

Jin Hwan et al. [19], in their paper discussed an algorithm for the 

estimation of the air light in a haze distorted image, based on the quad tree 
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subdivision. This approach did estimation of the transmission map to 

maximise the contrast of the output image. To measure the contrast, they 

used a cost function, which contains standard deviation term and a 

histogram uniformness term. Obtained results showed that the above 

discussed method was able to eliminate haze from the image efficiently. 

Oakley et al. [20] under the assumption that all pixels in the whole 

image have similar depth values, subtracted the same offset from all pixel 

values. Their algorithm however failed to remove haze when a captured 

image had variable scene depths. It was implemented using MATLAB 

language, and a host pc with a 2.5GHz Core Quad processor. The algorithm 

took around 20 to 30 seconds to dehaze a 600 × 400 image. 

Raanan et al. [21], proposed a new approach for estimation of the 

optical transmission in hazy scenes given a single input image. In this 

scattered light was removed to increase scene visibility and for obtaining 

haze free scene contrasts of an image. They formulated a model for refined 

image formation that would held responsible for surface shading along with 

transmission function as well. From the degraded version of the image, the 

inputs and weight measures were derived. 

Based on fusion principles, two derived inputs that represented 

colour corrected  and contrast enhanced versions of the original image were 

taken by Ancuti et al. [22]. The authors obtained three weight maps which 

aimed to improve the visibility of the distant objects, which were degraded 

due to scattering and absorption. This technique did not need any special 

hardware or knowledge about the scene structure. The authors claimed a 

better image quality over polarization method. 
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Nicholas et al. [23] discussed a technique which removed the effects 

of light scattering, termed as dehazing, from underwater images. The basic 

idea here was to exploit the large variation in attenuation among the three 

image colour channels in water to determine the scene depth. Then this 

depth was used to reduce the spatially changing effect of haze. The output 

was shown with underwater images. 

Kratz and Nishino [24] used a factorial Markov Random Field 

(MRF) to clear haze from an image. This provided a common framework, 

which included natural image statistics and different priors on depth. 

A novel dark channel statistical prior, which was at the minimum 

intensity colour channel in an image patch, was introduced by He et al. 

[25]. It utilised the fact that object inside a clean image patch will have 

minimum a single colour channel with very low intensity, whereas all 

colour channels in a hazy patch will have larger intensities due to the 

presence of air light. For the elimination of haze from a hazy image, they 

have utilised statistical priors on the properties of natural images. 

Tan et al. [26] recovered the haze less image through maximisation 

of the contras over local patches. The acoustic and optical sensors to be 

used for archaeological purpose were explained. 

In this paper, Singh et al. [27] presented the importance of acoustic 

sensors to be used for distinguishing objects as large as shipwrecks or as 

small as an amphora. Optical sensing, including film, analogue video and 

digital imagery is a common choice for high-resolution imaging of 

underwater, but the rapid attenuation of electromagnetic radiation in 

underwater limited their use. Qualitative detection of a change in 
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underwater at a very fine scale was possible, once acoustic and optical 

sensors were fused. No single sensor was sufficient, but a combination of 

several sensors can function a very powerful mechanism for addressing the 

needs of the archaeologist working in underwater. 

Paik et al. [28] discussed several techniques and used sensors for 

mine detection. Most of the methods consist of signal processing, sensor 

and decision processor. For the sensor part Ground Penetration Radar 

(GPR), infrared (IR) and ultrasound sensors were mainly used. For the 

signal processing and decision parts, a set of image processing techniques 

which includes, enhancement, feature extraction, filtering were used. 

According to Alian et al. [29], military AUV’s would be able to 

execute survey missions in both known (maritime approaches, harbour 

areas, access channels etc.) and unknown environments to detect a potential 

threat as mine field. The implemented robots significantly improved 

exploration, analysis and provided a large decisional autonomy. Since 

obstacle must be seen at a long distance in order for the vehicle to have 

sufficient time to change its route, the use of optical imaging in AUV’s for 

obstacle avoidance was limited. 

Alan et al. [30] explained that detection and identification of objects 

in harbour underwater is a tough and annoying task as the identification 

required visual means in water. The authors were successful in making 

second generation LUCIE, underwater range gated imaging system which 

were placed on a ROV. The output video was digitised with the help of a 

frame grabber at a full resolution of 640x480 pixels and at a rate of 30 

frames per second. This application allowed substantial amount of real time 

processing to the camera. 
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The authors, Xu Wen et al. [31]  have made a sonar image 

processing system which was installed in the Chinese “Explorer” AUV. 

Based on a TMS320C30 high speed DSP, the system was used to realise 

the compression of sonar image and detection and identification of 

underwater objects which included object identification in real time. Pool 

and sea testing have performed better. For comparison, the authors used 

DCT (Discrete Cosine Transform). For object detection, a segmentation 

algorithm based on grey level thresholding, region growing, and dynamic 

searching was used in their system. 

Xiaohai et al. [32] implemented the system on DSP board connected 

with a PC. After an image was processed by DSP, CPU started to identify 

and positioned the object. In the meantime, DSP restarted fetching of the 

next image. Thus, the authors have performed object detection. After the 

detection of object, the low-level command is generated which controlled 

the AUV to observe the complete object. 

 Toshihiro et al. [33] used a low pass filter to eliminate noise and 

back propagation algorithm to train and recognize patterns. They suggested 

a navigation method based on AUV for photo mosaicking of shallow vent 

regions where bubbles were present. The method utilised SLAM approach 

and estimated independent, drift free, accurate navigation using bubble 

plumes and manmade sonar reflectors. The positioning precision was 

approximated to be around 0. 2 m for horizontal positioning and 0.5 degree 

for heading. 

Balasuriya et al. [34] suggested that an acoustic sensor along with a 

single camera was needed to determine the relative location of underwater 

cable with respect to AUV. Visual information helped for the determining 
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two dimensions and the acoustic information determined the third 

dimension. Image filtering was carried out using Laplacian of Gaussian 

(LoG) operator. Position was determined using Hough transform method. 

The proposed model was experimented in an AUV at Lake BIWA. 

Hardware consists of T800 transputer based INMOS B429 image 

processing board. Speed of the processing was 10 frames per second. 

A vision based system was designed by Rock et al. [35] which can 

detect a single ray of light generated from a laser. The hardware required 

two cameras, the first one was used for locating the target. It scanned the 

image from the previous known location of the target and if the target was 

unknown in view, then from the centre of the screen. The pixels were 

analysed row by row, progressing outward towards the edge. If a target was 

detected, its angle and elevation with respect to the centre of the image is 

computed and were sent to the vision processor. Its limitation was that it 

only worked for a single distinguishable target. 

A vision based guidance for an AUV named Kambara which 

required double cameras was proposed by Gaskett et al. [36]. As per the 

proposed model, the guidance can be performed by a feature tracking 

algorithm which needed two correlation operations within the feature 

tracker. The tracker followed every single feature between previous image 

and current image via a single camera while the feature range estimator 

correlated between the right and left camera images. The feature motion 

tracker correlated stored feature templates to evaluate the image location 

and thus direction to each feature. Determination of range takes place by 

correlating the features in both images to detect pixel disparity in them. 

This pixel disparity depended on range which were evaluated by 

calibration. The range and direction to every feature was then transmitted to 
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the controller which computed a set of thruster commands, which were 

used to guide AUV and to act as a function of the position of visual 

features. 

A guidance law based on vision using only one camera had been 

implemented in a test bed underwater robot, Twin Burger 2, to track cable 

and moving object and was proposed by Balasuriya et al. [37]. The feature 

to be tracked produced a particular geometric feature in the images taken 

through CCD camera. The vision processor then labelled these features, 

extracting their location in the image and interpreting the visuals into a 

guidance parameter. 

T.L. Tan, K.S. Sim and C.P. Tso [38] discussed the technique based 

on histogram equalisation which was used to improve the image contrast 

under the limitation of over enhancing brightness in the image background. 

Thus brightness preserving Bi-Histogram Equalisation (BHE) was 

described for preserving the image brightness by splitting the image based 

on the input mean. The sub images were then individually and 

independently, equalised and combined into the output image. 

An Adaptive and Iterative Histogram Matching (AIHM) method for 

chromosome contrast enhancement particularly for the banding patterns 

had been proposed by Seyed Pooya et al. [39]. The reference histogram was 

matched with the initial image which was created based on some processes 

of the initial image histogram. 

In this paper, Min Liu and Peizhong Liu [40] discussed an image 

enhancement technique for analysing videos. CI value was used as an 

evaluation function, which was used as a degree of enhancement. The 
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technique utilised point analysis method of multi-dimensional biomimetic 

informatics. 

R.K. Jha et al.  [41] proposed a stochastic resonance based method 

for enhancing very low contrast images. An equation for threshold has been 

derived. Gaussian noise for enhancing standard deviation has been added 

iteratively to the images having low contrast value until the quality of 

image was maximised. 

Praveen Sankaran et al. [42] discussed a technique based on Multi-

Scale Retinex with Colour Restoration (MSRCR) that would provide 

superior output for enhancement. Because of less dynamic range of a 

camera as against human visual system, captured images were dependent 

on illuminating conditions.  

A method for enhancement of the colour images using a nonlinear 

transfer function and preserving details of neighbourhood pixel was 

proposed by Deepak Ghimire and Joonwhoan Lee [43]. Here, the image 

enhancement was performed for V component of HSV colour image. S and 

H components were kept unvaried to avoid the disturbance in colour 

balance among HSV components. Enhancing of V channel was done in two 

steps. Firstly, the V component of HSV image was decomposed into small 

overlapping blocks and for every pixel inside the block, the luminance 

enhancement was applied through a nonlinear transfer function. There by 

second step included further enhancement of each pixel, to adjust the image 

contrast based upon the value of centre pixel and its neighbourhood pixel 

values. In the final step, original H and S component image along with the 

enhanced V component were restored in RGB image. 
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A multi-scale enhancement algorithm utilising Logarithmic Image 

Processing (LIP) model was proposed by Hong ZHANG et al. [44].  

Features of the Human Visual System (HVS) were taken into consideration 

for a new measure of enhancement. A Just Noticeable Difference (JND) 

model of human visual system was proposed and it was used as a tool for 

evaluation of the performance of the enhancement technique. 

Proposal on content aware algorithm was given by Adin Ramirez 

Rivera et al. [45]. The algorithm was supposed to enhance dark image, gave 

information about textured regions, sharpen edges and maintain the 

smoothness of flat regions. To produce maximum enhancement, this 

method introduced an ad hoc transformation for each image, adapting the 

mapping functions to every image feature. The author analysed the contrast 

of the image along the boundary and textured regions, and grouped the data 

with common features. These common groups realised the relations inside 

the image, from where the transformation functions were evaluated. Thus 

the results were adaptively mixed, by taking into consideration of the 

human vision system characteristics. 

A real time model for detection of fog, based on a low cost black 

and white camera, for a driving application was proposed by Bronte et al. 

[46].  This system required two evaluations: first, determination of the 

visible distance, which was computed through the camera projection 

equations and the blurring due to the fog. Second is the darkest zones in the 

image. Sky light diffuses in the floating water particles in the air and 

focuses on the road zone, creating one of the darkest zones in the image.  

These two sources of information were used to realise a more robust 

system. 
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The influence of some image processing techniques on the 

watermark detection rate was discussed by A. Poljicak et al. [47]. There is a 

decrease in detection rate of a watermark method due to compression, print 

scan etc. To increase the detection rate various algorithms like unsharp, 

Laplacian were performed to reduce image degradation.  A dataset of 1000 

images was considered, watermarked and then compressed followed by 

scanning.  Enhancement of degraded images was done using Laplacian and 

blind DE convolution filter. Then a comparison of detection rate was done 

before and after enhancement. 

For low contrast image an approach was proposed by Khairunnisa 

Hasikin et al. [48]. Here, a fuzzy grey scale enhancement technique based 

on a maximum of fuzzy measures contained in an image was used to 

enhance the image. The membership function was modified with saturation 

operator and power law transformation. 

Y. Schechner et al. [49]  discussed an image enhancement method 

based on polarisation method. This method, worked under atmospheric and 

viewing conditions. They analysed the formation of image, through the 

polarisation effects that occurred due to atmospheric scattering. Then they 

inverted the procedure to allow the elimination of haze from images. This 

can also be used with as few as two images captured from a polarizer at 

different orientations. This method worked at the instant and did not rely on 

variations in weather conditions. They obtained a good improvement in 

scene contrast and colour correction. This approach gave a map of the 

scene, and knowledge regarding properties of atmospheric particles. The 

limitation was that this method failed under dynamic scenes i.e. when 

changes were more rapid. 
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An approach regarding the use of multiple images captured during 

bad weather scenes was described by S. G. Narasimhan et al. [50]. The key 

idea in this approach was to exploit the difference between two or more 

images of the same scene containing different properties of the 

participating medium. The methods used in here were able to significantly 

enhance visibility but forced to wait until there was a change in weather 

conditions and also could not handle the dynamic scene. 

S. G. Narasimhan and S. K. Nayar [51] used a single image and 

tried to acquire the approximated 3D geometrical model of the input scene. 

In comparison with the earlier approaches, this approach solved the trouble 

with the requirements of multiple images while it introduced the  new 

complication of the approximated 3D geometrical models, 

2.1.2  Moving Object Detection and Tracking in Vision Systems.  

Various techniques are used to track underwater cables from 

underwater videos and images after pre-processing. Sometimes, it is 

required to avoid moving objects from the scene for efficiently tracking the 

pipeline. Detecting moving objects will also helpful for avoiding moving 

obstacles present in front of the vehicle. A review on vision systems for 

moving object detection and tracking techniques is discussed.  

A multisensory fusion technique had been proposed  by Balasurya 

et al. [52].  They described a sensor fusion technique and used a 2D 

position model. To predict the region in the image taken by a camera 

mounted on an AUV, 2D position model was generated a few points using 

the position of coordinates (xi, yi) along the cable that helped to detect the 

most likely region of the cable. 
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Junichi et al. [53] explained the operation of an automatic 

underwater vehicle termed as AQUA EXPLORER 2 (AE2) and Aqua 

Explorer 2000 (AE2000) used for the inspection of submarine cables. In 

their work, for tracking cables, low frequency currents were applied to 

conductors in submarine cables. The coaxial alternating magnetic field 

produced by currents was utilised to locate cables. The sensor placed in 

front of the vehicle recognised and identified the cable. Their experiment 

showed that AUV could support  mobile sensors as well. 

An Autonomous underwater vehicle, which can detect and track an 

underwater power lying cable automatically on the seabed was described 

by Antich et al.  [54]. The average success rate achieved was 90% for a 

frame rate greater than 25 frames per second. By using CCD cameras, the 

cost and size of AUV can be reduced. In this paper, to evaluate cable 

parameters, the model divided the image in a grid of cells which were 

processed individually. Then an optimised segmentation process was 

applied to identify image regions. Once the cable was detected, its location 

and orientation were estimated by Kalman filter. The experiments were 

conducted on a Pentium III 800MHz machine. 

The proposed vision system by Ortiz et al. [55] tracked cable with 

an approximate success rate of more than 90%.  In this method, first of all, 

the initial position and orientation was computed from first few images in 

sequence. The presence of cable was predicted using Kalman filter. For 

optimising, among the several gradient operators, Sobel operator was used. 

Hardware included 350MHz, AMD K62 machine executing 320x240 

pixels. 
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Cowen et al.  suggested an optical terminal guidance scheme for the 

docking of an AUV using a beacon [56]. The beacon could be a light 

emitting device, which could be found using photodetectors on the AUV. 

This method was similar to a missile locked on to its target. The drawback 

of this approach was that in shallow water, especially during the day, the 

photodetector could be locked on to the sunlight. The solution might be in 

adjusting the frequency of the light coming out from the beacon. 

Automated system for event detection from video sequences 

collected by ROVs during dives was proposed by D. R. Edgington et al. 

[57]. It was based on a saliency based attention selection system. Events 

detected were labelled as ‘interesting’ for video annotator’s interesting 

candidate object presented a special sequence of underwater video, and 

another essence of “boring” video frames, that did not contain any 

“interesting” events. After pre-processing to remove some static noise 

component, saliency model was developed from feature map. The pixels 

were clustered for dimension calculation after passing through the binary 

morphological filter, which extracted the edges of the detected object. 

Tracking of object took place through comparison of each object’s position 

against the expected position for each case, from consecutive frames. 

Detection of marine animals visible from video sequences collected 

by ROV’s was proposed by Dirk Walther et al. [58]. Pre-processing was 

done by background subtraction method and detection by again a saliency 

based approach with additional feature maps. To avoid detection of marine 

snow as object, the outcome of orientation filter that detected the edges was 

normalised. This provided a clear improvement in detecting faint elongated 

objects representing marine animals.  
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Vision technique that analysed video sequences collected with static 

cameras at fish ladder was proposed by Morais et al. [59] . They utilised 

multi-target likelihood function, which gave comparable likelihoods to 

hypothesis containing several objects, and a Bayesian filter to track the 

centroid of their blobs. The Blob analysis tracker updated this function by 

detecting blobs where all pixels inside the blobs were like an optimised 

foreground model, and all pixels outside the blobs looks like an optimised 

background model. The output showed that their method can operate 

efficiently under severe environmental changes and was able to cope with 

problems like occlusions. Also, the method supported real-world video 

streaming, achieving overall efficiency of 81%. 

Spampinto et al. [60], proposed a method for detection, counting 

and tracking of fishes in low quality unconstrained underwater videos. The 

system was based on a single video camera. Detection was performed by 

two algorithms, a moving average algorithm and an adaptive Gaussian 

mixture model which were joint with an ‘and’ operation, purposefully to 

decrease false positives in the cluttered scenes, to make a background 

image. The fishes were tracked with a joint venture of two algorithms: first 

was a feature vector based approach and second was based on the 

histogram matching using Camshift algorithm. A connected component-

labelling algorithm then predicted the counting of fishes in the frame. The 

model achieved an approximate detection rate of 85% and tracking 

efficiency of 90%, and a count rate of 85%. 

An approach for detection of moving object based on edge based 

method was proposed by Angel D. Sappa et al. [61]. To detect edges 

corresponding to a moving object, arithmetic operations were performed 

between the current frame and the other two equidistant (backwards and 
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forward along the video sequence) ones. In this method, a coarse 

representation of moving edge was estimated using a canny edge detector. 

Then, the first stage output was filtered giving rise to an image, which 

consists of those objects that moved with speed greater than camera’s 

capture rate. Then these two stages were evaluated iteratively to 

acknowledge all the moving objects present in the current frame. All the 

non-moving edges were removed during the filtering algorithm. The main 

advantage of this technique in comparison to those background-modelling 

techniques was that the proposed approach could be applied whenever it is 

required, without processing a large part of the video. 

Seema Kumari et al. [62] discussed an approach for the moving 

object detection and object tracking based on the modified frame difference 

method. Here the variation was examined by using the similarity of frames, 

in video sequences at defined step length, via the difference of frames. 

Then applying a threshold moving object were determined. In this method, 

background modelling was not required. The foreground pixels were set to 

one, if the deviation was greater than the threshold value otherwise it was 

set to zero.  

Ridden et al. [63], discussed a background subtraction method using 

a mixture of Gaussians to model the pixel colour that was used for object 

detection. Here, a pixel in the current frame was analysed against the 

background model by comparing it with every Gaussian in the model until 

a match was found. After the match was found, the variance and mean of 

the founded Gaussian was updated, or a new Gaussian with the mean equal 

to the current pixel colour and some initial variance was assigned to the 

mixture. 
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An automatic moving object detection tracking and recognition 

method was proposed by Adnan Khashman et al. [64]. For object detection 

it used two images, first image was the reference image and the second 

image was current input image. The two images were compared and the 

variation among pixel values were estimated. In the first case, if the input 

image pixel values did not match to the pixel values of reference image, 

then the input image pixel values were thresholded and stored in a third 

image,  termed as output image having a black or white background. The 

background choice (black or white) of output image was determined by 

comparing the mean pixel value of the difference between the output 

image, reference image and input images. If the difference mean pixel 

value was lesser than a specified threshold value, and then the white image 

background would be chosen otherwise, the background would be black. In 

the second case after tracking the moving object motion, the input image in 

earlier case would now be used as a reference image, and a third image was 

captured and would be the input image. This process was repeated with the 

images being captured in every two seconds, and the same comparison 

method was applied. 

Modified statistical mean method was proposed by Vahora et al. 

[65] to handle the problem which occurred in statistical mean method. First 

an incremental statistical mean model was initialised. Then it was 

compared with incremental statistical mean model with k
th

 (initially k=1) 

video frame. From k number of frames out of total n frames, mean model N 

was calculated. This mean model N was used for detection of moving 

object for the first frame. Low pass filters were used as pixel level process 

for reducing blurring effect as pixel level noise reduction. The process 

repeated until a total of n frames were compared. This method was 

computationally fast and eliminated the noise which aroused due to camera, 
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reflectance noise and provided effective results when there was variation of 

light.  

Elgammal et al. [66],  utilised Kalman filtering  to separate the 

foreground from the background. The method was based on the assumption 

that a fixed focal length CCD camera was used for capturing video at 

stationary condition and assumed that non-rigid objects were moving in a 

random manner like human bodies. This method undermines the difficulties 

aroused due to non- continuous movement with variable velocity through 

suppression of the foreground adaptation. This method successfully 

detected and tracked human body in real scenes.  

To detect moving targets, the pixel wise variation among successive 

image frames was utilised by Lipton et al. [67]. A metric was put to targets 

with a temporal consistency constraint to classify them among three 

categories; first vehicle, second human and third background clutter. This 

system robustly identified the targets, rejecting background clutter, and 

kept tracking long distances and over periods despite changes in 

appearance, occlusions and cessation of target motion. This paper showed a 

much simpler technique utilising template matching and temporal 

differencing.  Limitation of these methods was that the temporal 

differencing tracking was not possible if there was any significant motion 

in camera and it failed when the target was occluded or if it is motionless. 

In template matching, the target object’s appearance should remain 

constant. 

Classification metric was utilised by Dedeoglu et al. [68] to measure 

object similarity. This depended on the variation of silhouettes of the 

identified object regions that were extracted from the foreground pixel map 
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with pre labelled (manually classified) template object silhouettes stored in 

a database. This method consists of two steps. First step was the offline step 

that created a template database of sample object silhouettes by manually 

labelling object types. Second step was an online step that extracted the 

silhouette of every identified object in every single frame and thus 

identifying its type by comparing its silhouette based feature to the one in 

database in real time during surveillance. In the end of comparison of the 

object against the ones in the database, a template shape with minimum 

distance was found. 

Sethi and Jain [69] discussed an unique approach using proximity 

and rigidity constraints. This method used two successive frames that was 

initialised by the nearest neighbour criterion. The algorithm estimated 

correspondence in the backward direction and forward direction. The 

limitation of this method was that it could not manage occlusions, entries, 

or exits. These problems were solved by Salari and Sethi [70]. They first 

established correspondence for the identified nodes and then extended to 

the tracking of the unidentified objects by summing a number of theoretical 

locations. 

Rangarajan and Shah [71] discussed another approach, utilising 

proximal uniformity restraints. Initially correspondences were obtained by 

computation of optical flow in the starting two frames. The drawback of 

this approach was that it failed in addressing the entry and exit of objects. If 

the number of identified points were reduced, occlusion was assumed. It 

could be overcome by assigning the correspondence for the identified 

objects in the present frame. For the remaining objects, position was 

estimated assuming constant velocity. 
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Intille et al. [72], proposed an improved version for matching 

centroids of objects, which were identified by background subtraction. The 

change in the number of objects was handled by investigating specific 

regions in the image. 

In their work, Veenman et al. [73] proposed the common motion 

constraint. This supported constraint for coherent tracking of points lying 

on the same object. The drawback was that it was unfit for points lying on 

isolated objects going in other directions. This approach generated an initial 

tracks by two pass algorithm, where cost function was minimized by a HA 

(Hungarian Assignment) algorithm in two successive frames. The main 

advantage of this approach was that it could handle occlusion and 

misdetection, under assumption that there was same count of objects 

throughout the sequence. 

Shafique and Shah [74] described a multi frame approach for the 

preservation of temporal coherency of speed and position. This included 

formulation of a graph corresponding to the theoretical problem. The graph 

was estimated by using the points in k frames, which was changed to a 

bipartite graph by dividing each node into two (+ and −) nodes and by 

displaying directed edges as undirected edges from + to − nodes. Then 

window frames were utilised to manage occlusions whose durations were 

shorter in comparison to the temporal window. 

Fieguth and Terzopoulos [75] developed a model by evaluating the 

average colour of the pixels. To decrease the computational complications 

rectangular objects were used. The similarity between the object model, M, 

and the theorised position, H, was analysed by computing the ratio between 
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the colour averages estimated from M and H. The location that gave the 

largest ratio was selected as the current object location. 

To detect an object, Comaniciu and Meer [76] utilised a weighted 

histogram which was estimated using circular region. They utilised the 

mean shift procedure, where the tracker maximised the display similarity 

iteratively by comparison of the histograms, Q, and the window around the 

theoretical position of object, P. For histogram generation, weighting 

scheme was utilised by assigning larger weights to the pixels nearer to the 

object centre. 

Comaniciu  et al. [77] used the mean shift tracking approach based 

joint spatial colour histogram. The straightforward advantage of the mean 

shift tracker against the template matching procedure was the removal of a 

brutal force search, and the estimation of patch that took less iterations. The 

constraint mean shift tracking needed was that some part of the object 

should overlap the circular region upon initialization. 

Jepson et al. [78] designed a tracker which would track an object 

along three component mixture. It consists of the transient features, stable 

display features, and noise process. The stable component detected the 

standard display for motion estimation, i.e. motion that did not vary rapidly 

over time. The transient component detected the rapidly varying pixels. The 

noise component targeted the outliers in display features, which occurred 

due to noise.  EM algorithm was employed to estimate the parameters of 

these three component mixtures. Shape of object was ellipse. The motion 

was depicted using warping the tracked region from one frame to another. 
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Tao et al. [79] discussed an object tracking method by modelling 

the whole image, in a set of layers. It utilised only one background layer 

and a single layer for each object as well. Every layer contains moving 

model i.e. translational as well as rotational. Layering compensates the 

background model by projective motion i.e., the object’s motion was 

predicted using compensated image via 2D parametric motion. After that, 

pixel’s probability of getting assigned to a layer (object), pl, was evaluated 

utilising the object’s previous motion and shape characteristics. Every pixel 

away from a layer, was given a uniform background probability, pb. The 

model parameters were computed iteratively with an expectation 

maximisation algorithm. At any time the individual estimation of one set 

was done, while fixing the others. The variables for each object were 

iteratively computed until the layer ownership probabilities were 

maximised. 

For tracking Isard and MacCormick [80] discussed a mixed model 

of the foreground and background regions. The background   representation 

was based on a mixture of Gaussians and foreground object regions was 

represented by another mixture of Gaussians. The object shape was 

cylindrical. Under the assumption that the ground plane was already 

known, then the 3D object positions can be evaluated, there by tracking 

was done. The state vector included the 3D position, shape and the velocity 

of all objects. For particle filtering, they proposed an improved approach 

that can either increase or decrease the size of the state vector either to 

include or exclude objects. It supported occlusion tolerance between 

objects under the constraint that the maximum number of objects should be 

predefined. The main drawback of this method was the use of the same 

appearance model for all foreground objects, and it needed training to 

model the foreground regions. 
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Narimani M. et al. [81] proposed a model to modify the underwater 

remotely operated vehicles (ROVs) operations which included  an 

underwater robotics system to perform object tracking and intelligent 

navigation. The image frames were changed to grey images and then edge 

detection was applied. Then utilising Hough transform the angle of the 

robot can be evaluated. This angle was taken as reference input of heading 

controller and with the help of adaptive sliding mode controller, the ROV 

was able to track the cable or pipeline. 

G. L. Foresti and S. Gentili [82] proposed a vision based model for 

underwater object detection. The proposed model detected a pipeline in the 

bottom of sea along with some objects in its neighbourhoods automatically. 

To reduce the light attenuation problems colour compensation was uniquely 

added and classified the input image using ANN among various objects 

present in observed scenario. To avoid detection of false objects geometric 

reasoning was used. The presence of seaweed and sand, different 

illumination conditions, small variations of the camera tilt angle etc. were 

taken into consideration for evaluating the algorithm performances. 

Tie dong Zhang et al. [83] discussed a online model to detect and 

track underwater pipeline. This was initially designed for the purpose of 

vision system of AUV. The real time information of capture image was pre-

processed and pipeline features were computed for detection. The Sobel 

operation was used to avoid false edges, thus clearing the hindrance   for 

Hough transform. After fetching the line information,  Kalman filter was 

used to detect reference zone depicting the probable position of pipeline in 

an image and predicting the position in next frame. This showed that online 

model could track the underwater pipeline effectively. 
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2.1.3 Vision Algorithm Implementation in FPGA 

For implementing vision algorithms, various hardware platforms 

such as general-purpose computers, digital signal processors, and graphical 

processing units (GPU) are available. Review to the comparison of these 

hardware platforms was carried out and various implementations of these 

algorithms in different platforms are discussed.  

Asano et al. [84] explained that FPGAs gave better performance in 

complicated applications whereas GPUs performed better for simple 

computations (2D convolution) based on an optical flow algorithm. To 

compare the performances of CPU and GPU following feature were 

evaluated. They were speed, reliability, size, cost, hardware requirement, 

trade-offs of higher operational frequency and higher parallelism. The 

operational frequency of CPU is bit higher than GPU, though GPU is faster 

than FPGA, also GPU supported large number of cores, running in parallel 

and its peak literature performance was better than CPU. However, the 

cores of GPU were grouped and transfer of data between groups was quiet 

slow. As the parallelism increases, FPGA and GPU performed much better 

than CPU. FPGA performance was bounded by the size of FPGA and 

memory bandwidth. 

To double the performance a latest FPGA board and larger FPGA 

were required. A systematic approach was presented by Cope et al. [85] for 

comparing GPU and FPGA performance based on several image processing 

algorithms. Two target devices: the NVidia GeForce 7900 GTX GPU and a 

Xilinx Virtex4 field programmable gate array (FPGA) were chosen and the 

approach was characterized on parameters such as data dependence, 

memory access requirements and arithmetic complexity. An FPGA turned 
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out to be better, over GPU, for algorithms that require more numbers of 

continuous memory accesses, whereas GPU performed better for 

algorithms with changing data reuse. In case of data dependency, an FPGA 

performance exceeded GPU performance approximately by eight times. 

In this paper, Pauwels et al. [86] showed the comparison of two real 

time architecture developed using FPGA and GPU devices computing 

phase based optical flow, stereo and local image features. The power 

requirements and a smaller clock frequency made the FPGA as the first 

choice for embedded applications. 

Ratheesh et al. [87] compared the performance of an FPGA  with a 

GPU. Relatively slow speed of FPGA was compared against the high speed 

and fixed architecture of GPU. The author used Symmetric Dynamic 

Programming Stereo (SDPS) implementation on both. Both systems were 

provided with end-to-end stereo capability, rectification including lens 

distortion removal, etc. and produced exactly similar depth maps. GPU 

implementation was based on an NVidia GeForce GTX 280 and connected 

to a host personal computer. GTX 280 consists of 30 multiprocessors along 

with a processor clock of 1296 MHz.  For comparison Virtex6 FPGA 

model was used. For this application, FPGA implementation dominated, 

despite a much slower internal clock. However, FPGA was limited by 

space consideration that made it difficult to fit large circuits.  

Mahindra et al. [88] found that implementation with FPGA was 

faster than those of DSP and GPP implementations, and can also exploit 

large amount of parallelism. FPGA image pre-processing architecture was 

nearly two times faster than software implementation on an Intel Core2 

Duo GPP. He also found that quad micro blaze design was faster than 
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single power pc implementation on FPGA. FPGA devices were developed 

with significantly higher amount of internal memory and logic resources 

with much higher bandwidth. The basic advantage of designs based on 

FPGA lied in the flexibility to exploit the inherently parallel nature of many 

image-processing applications. 

Sami Hasan et al. [89] implemented 2D filtering algorithm using 

Xilinx system generator. Lower power consumption of 1.57 W at a 

maximum sampling frequency (230 MHz) was obtained. The different 

filtering schemes employed are edge, Sobel X, Soble Y, Smooth, Gaussian 

etc. 5x5 convolutional kernel and was used for the parallel 2D MRI image 

filtering algorithms. They proved that at low power, image-processing 

algorithms could be implemented in FPGA architecture. 

In their work, Sami Hasan et al. [90], implemented their model,  

based on Xilinx System Generator development tool of ISE 12.1 

development suite targeting Virtex6 FPGA board. The parallel 1D filtering 

algorithm consists of three stages, first serial to parallel input stage, second 

parallel processing stage and third parallel to serial output stage. The 

implementation was successful and they achieved less power and minimum 

area at a maximum frequency of two architectures. 

Zhang et al. [91] used system generator in developing vehicle image 

detection algorithm. 3x3 kernels were used for edge detection. An image 

size of 128x120, 24 bit was used. Image data was stored in FPGA block 

RAM. The implementation was successfully implemented in Spartan 3E 

board.  
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Castillo et al. [92] showed that FPGA can be used for 

implementation of low level operations, where simple computations were 

performed, but requirement of them was huge, although they have potential 

to implement complex systems which can perform excessive time 

consuming computational process. FFT of images were successfully 

implemented in FPGA with a maximum frequency of 128.485MHz. An 

automated surveillance system required a processing speed of less than 

40ms for real time processing. 

Maleena et al. [93] proved from their results that a processing speed 

of implemented components in an FPGA was constantly faster than on a 

Matlab or C++ environment. Hardware co-simulation was carried out using 

system generator. An image size of 576x768x24 bits was used. The 

architecture has to be modified if the size of the image has to be changed. 

Zhiqiang et al. [94] implemented a complete system to reconstruct 

CT (Computed Tomography) images on FPGA. A cone beam back 

projection system under FDK algorithm was implemented. FDK algorithm 

was first introduced by Field Kamp and was a good approximate 

reconstruction method of cone beam back projection. The authors were able 

to reconstruct a 132x132 image using FPGA algorithm on the Xilinx 

Virtex2 FPGA board. As per the authors, the performance would be better 

if a FPGA board with more DSP blocks could have been used. The 

performance of hardware implementation significantly outperformed CPU 

based solution with a speed up of 100xs. 

Ila et al. proposed a matching algorithm for motion estimation  [95]. 

Full search block matching algorithm was used for video coding standards 

of motion compensation. VHDL language was chosen for hardware design. 
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Modelism simulation tool was used to target Altera Stat family FPGA. The 

constraints of the design were frame rate performance and memory access. 

Their experiment showed that the execution of matching algorithm can run 

50 times faster in an FPGA based architecture than in a Pentium based PC 

computer. 

An image matching algorithm using Verilog was implemented in 

PCI connected Xilinx FPGA by Nakano et al. [96]. From a large image, sub 

images were formed and matching of sub images were found. This 

algorithm can be applied for finding a particular pattern in VLSI masks, 

object recognition etc. It was shown that this approach was faster than one 

that runs in 2.4 GHz Pentium 4 based PC. The computation time for binary 

image was approximately around 75msec and was bounded by bandwidth 

of 33MHz, 32 bit PCI bus. 

In a study by Che et al.  [97], it was found that the GPU outmatched 

the performance of required FPGA clock cycles on three different 

applications: data encryption standard, Gaussian elimination, and 

Needleman Wunsch sequence alignment. 

Idaku et al. [98] implemented a high speed hiroshima hyper human 

vision on a spartan3 FPGA. Vision chips consisting of sensors along with 

parallel processing circuits integrated on single chips, were developed for 

high-speed vision. These vision chips were tough to execute for image 

measurement with higher spatial resolution. 

Suthar et al. [99], in their paper gave the presentation of the basics 

of image processing in model based approach and demonstrated few image 

processing application done under simulink and implemented using Xilinx 
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System Generator (XSG). The XSG tool was a newly developed tool in 

image processing that enabled them to make processing units using Xilinx 

block sets. XSG also supported software simulation and capable to 

synthesise on FPGA hardware having parallelism. 

Ravi et al. [100] concluded that XSG had been very useful in 

developing computer vision based algorithms. They focused in the 

processing of pixel to pixel of an image and modification of pixel 

neighbourhoods. These transformations can be executed either to the whole 

image or only to a selected region. Processing an image in real time leads to 

the implementation on hardware, which offers parallelism and thereby, 

reduced the processing time significantly. 

Elamaran et al. [101] discussed in this paper the real time image 

processing algorithm that was implemented in FPGA. This had the 

advantage of using large memory and embedded multipliers that were 

available on FPGAs. The most basic image processing operations were 

point processes. Applications like background estimation in videos, image 

filtering both in spatial and frequency domains and digital image 

watermarking applications etc. could be easily designed using XSG. 

Acharya et al. [102] discussed an FPGA based hardware design for 

the enhancement of grey scale in an image. They used adaptive histogram 

equalisation. The AHE technique suited very well for image taken in 

extremely dark environment or non-uniform lighting environment. This 

paper showed that reconfigurable FPGAs have both real time and parallel 

computing nature for the enhancement of images. 
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Gribbon et al. [103] discussed spatial and temporal parallelism by 

using FPGA as hardware platform for implementing real time image 

processing applications. High-level languages and compilers that 

automatically extract parallelism from the code were not directly 

compatible to hardware.  

Devika et al. [104] explained the use of FPGA in the 

implementation of real time algorithms suitable for applications in video 

image processing. FPGA provided basic digital blocks with flexible 

interconnections thereby achieving realisation of high speed digital 

hardware. The FPGA consists of a system of logic blocks, such as LUTs, 

gates or flip flops and some amount of memory. The image was transferred 

from PC to FPGA board via Universal Asynchronous Receiver Transmitter 

(UART) serial communication. After filtering, the result was transferred 

back to PC and the results were compared and validated. 

Draper et al. [105] stated that new IP cores were needed to satisfy 

the newly arrived applications. There was a high demand of applications 

that included real time video stream encoding and decoding, and/or 

fingerprint recognition, real time biometric namely face, retina and military 

aerial and satellite surveillance applications. Simple image operators were 

faster on FPGAs due to greater input output bandwidth to local memory, 

although this speedup was not that high (approximately by a factor of ten or 

even less). More tasks that were complex needed higher speedups. In one 

experiment, up to a factor of 800x speed was achieved by using parallelism 

within FPGAs.  

Manan et al. [106], in this paper stated the importance of digital 

image processing and the significance of their implementations on 
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hardware to achieve better performance, for operations such as  median 

filter, morphological operations, convolution and smoothing operation and 

edge detection on FPGA using VHDL language. Better performance was 

achieved by FPGA. 

Bilsby et al. [107] described the importance of today's military 

arena for functions such as tactical and strategic surveillance, surface and 

airborne target acquisition and tracking, self-guided armaments and 

autonomously guided vehicles. Many application areas where a real time 

processing solution was required imposed considerable constraints on 

physical size, power dissipation and cost of the solution. An additional 

constraint that was often imposed was that of the flexibility of the solution, 

enabling configurability or modification while in service. The possible need 

for re-configurability precludes dedicated hardware solutions, which leaves 

solutions based on general-purpose microprocessors, programmable digital 

signal processors and FPGAs.  

Z. Salcic et al. [108] discussed an approach which improved the 

image contrast at relatively low cost. Here images used are X-ray images. 

The High Boost Filtering (HBF) followed by histogram equalisation was 

applied for enhancing the image.  For achieving high performance and low 

cost, Image Enhancement Co-Processor (IMECO) was proposed. 

Chandrashekar et al. [109] used thermo graphic images to perform 

image enhancement and implementing it on FPGA. The image 

enhancement capabilities and properties of Successive Mean Quantization 

Transform (SMQT) were analysed. It showed that a nonlinear and shape 

preserving stretch of image histogram could be implemented successfully. 
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Abdullah M Alsuwailen et al. [110] explored nonconventional 

schemes for real time histogram equalisation to compute histogram 

statistics and equalisation in parallel. The proposed system used Stratix II 

family FPGA. The maximum clock frequency used was 250 MHz and the 

total time needed to operate histogram equalisation on an image of size 

256X256 was 0.256ms. 

S. Sowmya and Roy Paily [111] have analysed the implementation 

of contrast stretching, brightness control and histogram equalisation 

algorithm on FPGA for high-performance DSP applications. For a test 

image of 100X100 the minimum period in case of all the implementations 

was 5ns. 

Tarek M Bittibssi et al. [112] explored the hardware implementation 

of five image enhancement algorithms like median filter,  contrast 

stretching, negate image transformation, histogram equalisation, and power 

law transformation in FPGA and comparison was made. 

Nitin Sachdeva and Tarun Sachdeva [113] addressed that the 

improvement in computational speed was achieved by implementing the 

different techniques of image enhancement on FPGA. For improving the 

perception quality of image, they implemented a new system on FPGA for 

real time histogram equalisation. The system developed was for 

simultaneous computation of histogram statistics and HE. It depended on 

the counters used in conjunction with specially designed decoder. They 

found that the time required for HE of an image of size 256X256 was 

0.263ms. 
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D Dhanasekaran and K Boopathy Bagan [114] considered a high 

speed nonlinear adaptive median filter for implementation in FPGA. This 

filter served dual purpose by removing the impulse noise and reducing the 

distortion of the image. Using this Filtering, image corrupted with an 

impulse noise of probability greater than 0.2 was successfully filtered. 

Tripti Jain et al. [115]  presented reconfigurable hardware 

implementation of median filter with different window sizes. A median 

filter was designed and implemented on Spartan XC3S500E FPGA. 

Yeli et al. [116] implemented median filter and edge detection tasks 

using double parallel architecture on FPGA.  In this scheme, an image was 

divided into several segments and processed them simultaneously. A 

drastic improvement in speed was observed even when the scheme was 

deployed on a low cost FPGA with low frequency and limited resources. 

Implementation of an automatic fingerprint recognition system 

using efficient hardware software architecture was proposed by Francis 

Fons et al. [117]. Real time and parallel computational intensive demands 

of the fingerprint image enhancement process was successfully 

implemented in FPGA. 

A DSP/FPGA based parallel architecture oriented to real time image 

processing applications was discussed by Luxin Yan et al. [118]. The 

model developed could handle high data transfer bandwidth with low 

latency as well as high image processing performance. 
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Mandeep Alluru et al. [119] developed a DCT based image 

processing system on Xilinx Spartan 3E FPGA. He implemented two 

different hardware architectures of two-dimensional DCT.  

A FPGA based design of vision system for robots was developed by 

Gholam Hosseini et al. [120]. For robots vision system, it offered the 

required characteristics such as, parallel processing of the video images, 

good computational power, low cost and reconfigurable hardware. The 

image-processing component of the proposed vision system contained one 

core processor for implementing the software part and up to eight 

functional units. The core processor controlled and communicated with the 

functional units. The advantages of both hardware and software techniques 

were utilised using mixed hardware/software method. They proved that the 

core processor could perform all parallel operations to minimise the total 

number of implementation stages. 

2.2 Inference from Literature Review 

It is observed from the open literature is that image enhancement is 

needed for an underwater vision system, as the images captured are 

suffered by various attenuation. Several image enhancement techniques 

were reviewed. From these reviews, it is seen that pre-processing could be 

done using techniques like homomorphic filtering, histogram equalisation 

techniques, dark channel prior method, fusion method, CLAHE etc. 

Various modifications were made from the existing and conventional 

methods to improve the quality of the image.  In uneven illumination 

environments, dark channel prior method and fusion method outperformed 

other enhancement techniques.  
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Object detection and tracking are important applications employed 

in underwater vehicles. AGMM is a popular technique for object detection 

in a complex environment. Back ground subtraction were also performed 

for simple applications. Automation is required to reduce human efforts for 

carrying out these operations. Hough transform is a popular technique 

adopted for line detection. Baysen filtering, Particle filtering, Kalman 

filtering and alpha beta filtering can be employed for tracking. Kalman 

filtering and particle filtering are computationally complex and accuracy is 

less for Baysen filtering.  

 From the literature review, it is studied that FPGA is a better 

alternative for image processing applications for its low power and parallel 

nature. Hence, FPGA is preferred as the implementation platform.  

2.3 Summary 

This chapter addresses literature survey carried out for various 

algorithms used for image enhancement, object detection and tracking and 

different ways of implementation methods. 
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CHAPTER 3  

METHODOLOGY 

This chapter addresses the methods adopted for the implementation 

of the underwater image enhancement, object detection and pipeline 

tracking system in FPGA. Underwater image enhancement was carried out 

as a pre-processing technique using multi-scale based image fusion 

technique and comparison with other underwater image enhancement 

techniques such as homomorphic filtering, AHE and retinex algorithm has 

been carried out. The pre-processing was done before object detection and 

pipeline tracking.  Object detection was done by a novel Adaptive Gaussian 

Mixture Model based method and has been  compared with normal 

background subtraction method and AGMM.  Hough transform followed 

by modified alpha beta tracking was used for pipeline tracking. All designs 

were implemented in FPGA.  

3.1 Introduction 

Underwater image acquisition is challenging, as the light 

propagating through the water suffers from exponential attenuation with the 

increase in the depth of the water. The non-uniform illumination of the 

seafloor and the bluish image formed also adds to the difficulty in the 

application of underwater image processing algorithm.  

The method for inspection of underwater pipelines is mainly based 

on ROVs, which require human intervention. However, this technique is 

hazardous. Hence, the solution is to support the human activity using an 

intelligent vision-based navigation and guidance system. This system 
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involves an efficient method for vision-based target detection and tracking 

methods in an underwater environment. The thesis attempts to implement 

an efficient marine image enhancement, object detection and pipeline 

tracking algorithm in FPGA. 

3.2 Basic Model of Proposed Method 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.1 Proposed vision system 

Fig. 3.1 shows the basic model of the proposed system. Here, the 

underwater image is enhanced using single image based multi-scale fusion. 

Moving object detection is carried out to separate moving objects from the 
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pipeline tracking is carried out using Hough transform followed by 

improved alpha beta filtering. A brief explanation of each block is given in 

the following sections.   

3.3 Multi-Scale Pixel based Image Fusion  

Multi-Scale Fusion technique is used to improve the visibility of 

poorly illuminated areas by using multi-scale fusion based strategy [22]. 

The fundamental principle of this method is extracting the best features 

from the given input image and then to apply the estimated perceptual 

based qualities called weight maps to them and finally fuse them together 

to form the enhanced output. In the fusion-based strategy, two inputs 

derived from the single image will be by white balancing and by median 

filtering followed by contrast stretching. White balancing is used to reduce 

colour casting. From the individual input image, estimation of four weight 

maps is done. One is exposedness weight map, which measures the 

exposedness of pixels not exposed to underwater constraints. Laplacian 

weight map assigns high values to textures as well as edges. Colour cast 

weight map, introduced newly, increases red channel value thereby 

reducing colour cast. Saliency weight map measures the amount of 

discernible concerning other pixels. These weight maps are computed and 

applied to both the derived inputs. This method is a per pixel 

implementation.  

3.4 Adaptive GMM based Object Detection  

The method can be used to detect moving objects while tracking 

pipeline and hence to remove them from the image by separating 

foreground and background. The foreground is the moving object, and by 

identifying them, one can quickly get the desired background. The raw 
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data, visual information, collected using camera can be utilised as the input 

to the object detection system. Adaptive Gaussian Mixture Model [121] in 

an improved form is used for moving object detection and is compared with 

subtraction method. FPGA implementation of both the methods has been 

carried out.  

The pre-processing stage performs the image processing tasks to 

make the video frames to a peculiar scheme that expose the concealed 

information and sharpen the object detection capability of the system. The 

processed input video frames are utilised to extract the background model 

and related normalisation parameters. For the sake of good detection 

attributes, the background model key metrics get updated recursively 

according to the available new information from each pixel in the current 

frame. In the moving object detection stage, a threshold based scheme 

separates the foreground from the background distributions efficaciously 

employing the parameters already derived in the previous step of the 

system. Post-processing stage assures the required level of visual quality of 

the result by thresholding and connected component analysis technique 

[122].  

3.5 Underwater Pipeline Tracking 

Automatic underwater vehicles are robots that can navigate through 

the marine environment without any human intervention. AUVs carry 

precision sensors as the payload and are used mainly for survey missions, 

oceanographic mapping, and infrastructure inspection. As the duration of 

mission increases, more advanced navigation systems need to be used 

[123]. 
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Navigation is the process of determining one's position, i.e. 

localisation and then discovering a path to advance further from the 

existing location. The AUV used for the survey missions in an underwater 

environment requires highly advanced precision navigation systems. 

Navigation usually requires high speed and high accuracy computation. It is 

done through different techniques of which the vision-based navigation is 

the cheapest, as it needs only a single camera. 

Underwater navigation poses further challenges due to the highly 

dynamic and complex environment. One of the most critical aspects of 

navigation is the knowledge of the situation and to get the knowledge of the 

situation, different types of sensing techniques are used [36] as explained 

below. 

 Inertial navigation is mainly based on motion sensors or accelerometers 

and rotation sensors or gyroscopes. Using these sensors the position 

velocity and orientation of AUV can be calculated via dead reckoning 

[124]. 

 Acoustic navigation is primarily based on acoustic transponder beacons. 

During pipeline inspection, the acoustic sensors that act as microphones 

listen for sound generated when fluids under high-pressure leak. 

 Geophysical navigation is based on estimating the location of the AUV 

using the environment, surrounding the AUV [125].  

Side scan sonar, magnetometers, sub-bottom profilers are some of 

the sensors used for pipeline/cable inspection in the underwater 

environment [34]. For example, a magnetometer that can sense ferrous 

materials can be used to detect the existence of a pipeline. Side scan sonar 

together with a video camera can be used to inspect pipes that usually 
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project out of the ocean bed, and they can make a proper detection even 

when water is not clear.  

 Once a pipeline/cable is detected, different algorithms and high-

intensity computation are employed to calculate the orientation of the 

pipeline/cable and navigate along it. Hence, the quality of navigation 

depends heavily on the accuracy of these sensors. Magnetometers have the 

disadvantage that they can detect only ferrous materials. Also, they cannot 

give an idea of whether the object is buried or projecting out. Using side 

scan sonar is a costly option as the use of sonar means the mandatory use of 

companion equipment like transponders. Another condition is that these 

sensors should be able to adapt to the highly dynamic marine environment.  

Vision sensors and the visual data captured by them provide a new 

way for autonomous underwater gadgets to perceive surroundings. Vision 

sensor data analysed using specific computer vision algorithms can give 

highly accurate detailing about the surrounding environment.  

Advantages of using 3D imaging technique are that they can be 

used to detect and track pipelines/cable which are buried or projecting out 

of the seabed [83]. However, these techniques are expensive. A cheaper 

and more accessible solution is to use a camera. Cameras are attractive in 

the sense that they offer more precious information about the surrounding 

environment even though the detection range is limited in the poor 

visibility condition of the underwater environment.  

For vision-based tracking, a novel alpha-beta filter based tracking 

algorithm is employed and is explained below.  

3.5.1 Alpha Beta Filter for Pipeline Tracking    
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The commonly used tracking filters are Kalman filter, extended 

Kalman filter, particle filter etc. [126]. But the computational complexity of 

these filters are very high, and in most of the real-time cases, they are not 

preferred [127]. α- β filters, a particular case of Kalman filter, are simple to 

implement as they are computationally simple. They assume constant 

acceleration in between sampling interval [128]. α- β filters are based on 

position and velocity measurements. 

3.6 Field Programmable Gate Array 

Many image-processing applications require that several operations 

need to be performed on each pixel in the image resulting in a large number 

of operations per second. Continual growth in the size and functionality of 

FPGAs over recent years have led to an increasing interest in their use as 

implementation platforms for image processing applications, particularly 

real-time video processing [129]. FPGA is a collection of logic elements 

that can be electrically rewired. FPGA implements an application by 

developing separate hardware for each function, and hence such designs are 

inherently parallel. Each instruction that the programmer enters will be 

mapped into a different hardware component. Thus, such a configuration is 

suitable in those image-processing algorithms, which has a significant 

amount of parallelism in them. 

An FPGA based circuit implements several operations in one clock 

cycle simultaneously. This allows clock speed to be lowered significantly. 

Reduction in clock speed corresponds to a reduction in dynamic power 

consumption of the system. Thus FPGA based design facilitates a low 

power design.  
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FPGAs offer the following advantages that can be referred as the 

reason for the increased acceptance that gained in last few years [92], 

 High Speed: Look up tables shares an essential role in the swift 

execution of FPGA as it is mainly based on it. This enables FPGAs to 

have prompt implementation related to ASIC technology. 

 Low Cost: FPGA is economical, for the same reason it is designer-

friendly. As FPGA architecture primarily based on lookup tables, its 

energy consumption is so minimal. 

 Fast prototyping and turn-around time: Process of fabricating a real 

circuit to a theoretical layout to check its operation and to debug the 

core on a physical platform, is called prototyping. Turn around is 

duration from starting of an operation to its completion. Interconnects 

present in FPGA can be configured to get the desired output. Thus, time 

is saved related to any manual design or application specific integrated 

chips. 

The hardware description languages which include VHDL and 

Verilog, are frequently used for FPGA programming [130]. Xilinx FPGA is 

chosen to program the algorithm. As Xilinx FPGA is used, Xilinx ISE 

Design Suite is used as the software platform for implementation.  System 

generator and Altium designer are used as front end tools in association 

with Xilinx design suite. As system generator allows only one dimensional 

data processing, programming is tedious for complex algorithms. Hence 

Altium designer is also used.  Xilinx Virtex 4 is the target FPGA for the 

implementation of all designs irrespective of the front end tools. 
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3.7 Summary 

The basic model of the proposed thesis work is presented in this 

chapter. The proposed method used for underwater image enhancement is 

described briefly. A brief introduction of the algorithm used for moving 

object detection and tracking is also explained. An introduction to FPGA is 

also narrated. 
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CHAPTER 4  

MULTI-SCALE PIXEL BASED IMAGE FUSION 

The wavelength of light rays are considerably smaller than the 

diameter of water droplets and other suspended particles. Hence the light 

rays are scattered and even absorbed by these particles, which in turn 

reduces a number of light rays striking on the object [131]. This poor 

illumination causes low visibility and results in degraded underwater 

images taken from the underwater vision system. Improved multiscale 

image fusion is used for image enhancement. New weight maps, suitable 

for underwater image enhancement, are incorporated for better visual 

appearance.  

4.1 Introduction 

Underwater video sequences are being used to monitor marine 

species, tracking pipeline, etc. Manual monitoring of underwater video 

presents labour-intensive processing techniques. Therefore a high speed 

automatic skilled system for data manipulation is needed, which includes 

pre-processing of underwater images. Underwater vision has less visibility 

with low contrast and colour disparity. Earlier, due to limitation for visible 

light in the underwater scenario, other techniques such as sonar ranging 

was widely used. But, recently, with the development of high quality 

underwater cameras, vision-based navigation plays an important role in 

ocean exploration [132]. 

For researchers, as the available underwater video data is increased, 

the methods in handling data are tiresome. That is, monitoring of these 



Reconfigurable Platform based Design in FPGA for Underwater Image Enhancement..... 

 

 92 

video sequences requires an expert to watch and mark interpretations, and 

then have to enter the annotations into a database. Data manipulated in a 

period will be less. Labour-intensive process of huge volume data is 

unmanageable, resulted in need of high-performance automatic system.  

4.2 Underwater Vision System 

The underwater vision system includes integrating as well as 

automating a process that is used for visual sensitivity. It assists in 

reinventing the furthermost needed skills of a visual system, making use of 

digital hardware. Earlier work on image pre-processing has given less 

attention to underwater images [133].  

Underwater images can be enhanced using methods such as 

nonlinear filtering, single scale retinex method, adaptive histogram 

equalisation, multi-scale image fusion etc. 

4.3 Multi-Scale Fusion Technique  

Image fusion is the process of combining relevant information from 

two or more images into a single image. It is possible to derive more than 

one input from a single image and to perform fusion. The process of image 

fusion can be performed at three different levels of information 

representation, such as pixel, region or decision-level[134][135]. 

4.3.1 Pixel-Level Image Fusion 

The combination of information at the lowest level represents the 

pixel level information, since every pixel in the fused image is determined 

by a set of pixels in the source images. Usually, this set consists of a single 

pixel or comprises of all pixels within a small window, typically of size 3x3 

or 5x5. The advantage of pixel-level fusion, apart from its easy and time-

efficient implementation, is  that  the resulting image comprises  the  actual 
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information from the sources. However, since pixel-level fusion methods 

are very sensitive to miss registration, co-registered images at sub-pixel 

accuracy are required. 

4.3.2 Region-Level Image Fusion 

Region-level fusion method typically starts by extracting all salient 

features from the various input images. Salient features are extracted  by 

applying an appropriate segmentation algorithm which identifies all salient 

features within the input images concerning certain properties such as size, 

shape, contrast, texture or grey-level. Based on this segmentation, a region 

map can be created which will link each pixel to a corresponding feature. 

Consequently, the fusion process is performed on the extracted regions. 

Though the final fusion performance heavily depends on the quality of 

segmentation, it has certain advantages such as low blurring effects, high 

sensitivity to noise. Degradation in the fused image will occur if over or 

under-segmentation is done. 

4.3.3 Decision-Level Image Fusion 

Fusion at decision-level provides the highest level of abstraction by 

allowing the information from multiple sensors to be effectively combined. 

Here, a decision map is built for each source image by performing a 

decision (labelling) procedure on all input pixels. Finally, a fused decision 

map is constructed based on the individual decision maps. For this purpose, 

decision rules are used which reinforces common interpretation and can 

resolve differences between the individual decision maps. 

The appropriate level decisions depend on different criteria such as 

the underlying application, the characteristics of the physical sources as 

well as factors like execution time and the available tools. However, there 
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exists a strong inter-linkage between the different levels of image fusion. 

Many fusion rules that are used to determine the individual pixels in the 

composite image at pixel-level can, for instance, also be used at region-

level to fuse the extracted features. Furthermore, decision-level fusion often 

resorts to the segmentation map created at region-level to aid the decision-

making application fields. Image fusion has attracted a great deal of 

attention in a wide variety of application areas in the last decades. All 

imaging applications that require the analysis of more than one image can 

benefit from image fusion. 

4.4 Proposed Multi-Scale Fusion Method 

Underwater images corrupted by lighting conditions may lose the 

visibility of the scene considerably. Enhancing approach is not available to 

remove entire haze effects in degraded images. The proposed algorithm 

includes deriving two inputs from the single degraded image and it recovers 

colour and visibility of the entire image. Colour correction is applied to the 

image after the fusion process.  

In the proposed algorithm, two inputs are derived from a single 

degraded input. The first derived input is obtained by white balancing the 

input. This step aims at removing chromatic casts in the image. More 

attention is given to red channel of the image as it attenuates more in 

underwater. The second derived input I2 is capable of enhancing those 

regions having low contrast. It is obtained by contrast stretching the median 

filtered input image. Therefore, the first derived input I1 avoids colour casts 

and the second derived input improves the uneven contrast.  

The important features of these derived inputs are computed using 

different weight maps. The different weight maps derived in the proposed 

model are exposedness, saliency, Laplacian and colour cast. The weight 
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maps are normalised to avoid artefacts. After normalising the weight maps, 

the resultant images are fused to form a single image. Flowchart of the 

improved multi-scale fusion method is shown in fig. 4.1. 

4.4.1 White Balancing 

White balancing is the method of removing additional and 

unrealistic colour casts produced by the environment. In underwater 

environment due to scattering and wavelength selective absorption, 

additional colour casts are introduced. To remove these effects, white 

balancing method is used.  The most common and widely used white 

balancing algorithm is grey world theory [136].  

4.4.1.1 Grey World (GW) Algorithm 

The GW algorithm is based on the property that average colour of 

the image is grey. This condition do not hold by the underwater images, 

because as the depth of the ocean increases the red channel of the image 

attenuates faster than the other colour channels. To obtain the colour cast 

free underwater images, grey world algorithm is modified. 

The first step of the GW algorithm is calculating the averages of R, 

G and B channel, i.e., Ravg, Gavg, and Bavg as in eqn. 4.1. 

                       

{
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                                          (4.1) 

where, 𝐼𝑟(𝑥, 𝑦), 𝐼𝑔 (𝑥, 𝑦) 𝑎𝑛𝑑 𝐼𝑏(x, y) are the intensity values of red, green 

and blue channel of the image respectively. After finding out the individual 

channel average values, the average of these three can be found out. 

 



Reconfigurable Platform based Design in FPGA for Underwater Image Enhancement..... 

 

 96 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.1 Flow chart of proposed multi-scale image fusion  

The average value 𝐴𝑎𝑣𝑔 is calculated by averaging the values obtained from 

eqn. 4.1 and is given in eqn. 4.2. 

                       𝐴𝑎𝑣𝑔 = (𝑅𝑎𝑣𝑔 + 𝐺𝑎𝑣𝑔 + 𝐵𝑎𝑣𝑔)/3                          (4.2) 

The individual colour value of each pixel is adjusted as per eqn. 4.3.  
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                     {

𝐼′𝑟 = 𝐼𝑟(𝑥, 𝑦)𝐴𝑎𝑣𝑔/𝑅𝑎𝑣𝑔
𝐼′𝑔 = 𝐼𝑔(𝑥, 𝑦)𝐴𝑎𝑣𝑔/𝐺𝑎𝑣𝑔
𝐼′𝑏 = 𝐼𝑏(𝑥, 𝑦)𝐴𝑎𝑣𝑔/𝐵𝑎𝑣𝑔

                                      (4.3) 

In eqn. 4.3,  𝐼𝑟 , 𝐼𝑔 𝑎𝑛𝑑 𝐼𝑏 are the original pixel values and  𝐼𝑟′ , 𝐼𝑔 ′ 𝑎𝑛𝑑 𝐼𝑏′ 

are the adjusted values by the grey world method. 

4.4.1.2 Modified Grey World Algorithm  

As the R channel value in the underwater image is very low, colour 

correction becomes erroneous. In this thesis, a novel approach of 

augmenting the red channel value as per eqn. 4.4 is introduced. This is done 

by adding 45% of the mean of green and blue channel values to the mean of 

red channel value. 45% is the optimum value chosen based on trial and 

error method and is shown in eqn. 4.4.  

            𝑅𝑎𝑣𝑔 = 𝑅𝑎𝑣𝑔 + 0.45 ×
(𝐺𝑎𝑣𝑔+𝐵𝑎𝑣𝑔)

2
                                                  

(4.4)                                  

To equalise the channels, the grey world algorithm is modified as in 

eqn. 4.5 which gives better results over the existing algorithm.      

            {

𝐼′𝑟 = 𝐼𝑟(𝑥, 𝑦) + (𝐴𝑎𝑣𝑔 − 𝑅𝑎𝑣𝑔) + (𝐼𝑎𝑣𝑔 − 𝐼𝑟(𝑥, 𝑦)) 

𝐼′𝑔 = 𝐼𝑔(𝑥, 𝑦) + (𝐴𝑎𝑣𝑔 − 𝐺𝑎𝑣𝑔) + (𝐼𝑎𝑣𝑔 − 𝐼𝑔(𝑥, 𝑦))

𝐼′𝑏 = 𝐼𝑏(𝑥, 𝑦) + (𝐴𝑎𝑣𝑔 − 𝐵𝑎𝑣𝑔) + (𝐼𝑎𝑣𝑔 − 𝐼𝑏(𝑥, 𝑦))

               (4. 5) 

where 𝐼𝑎𝑣𝑔 =  (𝐼𝑟 + 𝐼𝑔 + 𝐼𝑏)/3 , the average intensity value. 

Though white balancing removes additional and unrealistic colour 

casts, it alone cannot solve the problem. Hence colour correction is required 

after fusion. The white balanced output, which is the first derived input is 

then converted to YCbCr Colour space model for applying various weight 
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maps to the interested colour channel as per the design described in the 

coming sections.  

4.4.1.3 Modified Contrast Stretching  

The second derived input is obtained by contrast stretching the 

median filtered degraded image. In colour contrast stretching model, the R, 

G and B channels are stretched to 0 to 255 range. As this might lead to 

overstretching problem [137], the formula can be modified as,  

       

{
 
 

 
 𝐼′𝑟 =

𝐼𝑟−𝑅𝑙𝑜𝑤

𝑅ℎ𝑖𝑔ℎ−𝑅𝑙𝑜𝑤
x 𝐴𝑚𝑎𝑥 + 𝐴𝑚𝑖𝑛

𝐼′𝑔 =
𝐼𝑔−𝐺𝑙𝑜𝑤

𝐺ℎ𝑖𝑔ℎ−𝐺𝑙𝑜𝑤
x 𝐴𝑚𝑎𝑥 + 𝐴𝑚𝑖𝑛

𝐼′𝑏 =
𝐼𝑏−𝐵𝑙𝑜𝑤

𝐵ℎ𝑖𝑔ℎ−𝐵𝑙𝑜𝑤
x 𝐴𝑚𝑎𝑥 + 𝐴𝑚𝑖𝑛

                     (4.6)        

where, Amax is the maximum value of Rhigh, Ghigh and Bhigh and Amin is the 

minimum value of Rlow, Glow and Blow. To avoid over stretching, maximum 

and minimum values of the original image are taken as the limit.  

4.4.2 Median Filtering 

Underwater image is noisy by nature and hence to obtain a noise 

free image, the noise needs to be eliminated using a suitable filter. The 

noise is removed by median filtering.  Edges are preserved when median 

filter is applied to an image. This nonlinear operator arranges the intensity 

value of the local window image pixels in order and replaces the value in 

the output image pixel by the middle value.  

4.4.3 Weight Maps  

The weight maps play a critical role in the outcome of the final 

fused result. The weight maps generated should have a non-negative value. 

The weight maps are some measures of the input image. It represents the 
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finer details of the image [138]. The finer details from each image have to 

be extracted out and fuse them together to form the enhanced image. The 

weight maps are to be designed carefully to extract the details. New weight 

maps were used which showed better results in enhancing degraded 

underwater images. The different weight maps are Laplacian, saliency, 

colour cast and exposedness. 

4.4.3.1 Laplacian Weight Map  

It is the measure of visibility of each pixel such that it gives higher 

values to high visibility areas and smaller values to the remaining areas. 

The main aim of this weight map is to assign a high value to edges and 

textures. Laplacian filter is a better choice for edge preserving. Laplacian of 

an image accentuates the regions having abrupt or rapid intensity change. 

The second derivative measurements are very delicate to noise. Since the 

images were noise reduced, further noise reduction is not needed. Even 

though it preserves edges, this weight map doesn’t give the details of 

contrast since it can’t discriminate the flat, valley or rapid regions. The 

weight map is computed as shown below 

         𝑊𝐿
𝑘 = √1/3((𝑅𝑘 − 𝑌𝑘)2 + (𝐺𝑘 − 𝑌𝑘)2 + (𝐵𝑘 − 𝑌𝑘)2)                

(4.7) 

where Y is the luminance component of the image in YCbCr model.  

4.4.3.2 Saliency Weight Map  

One of the main challenges in underwater image enhancement is 

that the objects within the image lose their visibility and hence 

discrimination of the objects from the background scene becomes difficult. 

The quality that makes the object distinctive relative to its neighbours is 

known as saliency. It is based on the concept of centre-surround contrast 
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wherein a saliency map is developed so that the contrast of the main object 

of interest is enhanced.  Another main advantage of this approach is that the 

mid values of the image are not affected while applying this method.   

Saliency weight map can be expressed as in eqn. 4.8. 

𝑊𝑠(𝑥, 𝑦) = ‖𝑌𝜇 −𝑌𝜔ℎ𝑐(𝑥, 𝑦)‖                                                    (4.8)            

where Yμ is the mean luminance value of image and Yωhc is the Gaussian 

blurred version of the luminance channel that aims to remove high 

frequency noise. A 5x5 separable kernel is used for image blurring. 

4.4.3.3 Colour Cast Weight Map 

A novel weight map, colour cast weight map, is introduced to  

reduce the colour cast present in the underwater image. To find the colour 

cast weight map, chrominance-red (Cr) channel of the image is first found 

out from the YCbCr  colour space. Then the standard deviation between Cr 

value of each pixel and the average value of the surrounding region is 

computed.  Eqn. 4.29 represents the equation for computing colour cast 

weight map, where 𝐶𝑟𝑘 represents the chrominance-red channel of the 

image and Cr𝑘𝑎𝑣𝑔 represents the low pass filtered chrominance-red 

channel. 

𝑊𝐶(𝑥, 𝑦) = ‖Cr
𝑘(𝑥, 𝑦) −Cr𝑘𝑎𝑣𝑔 )‖                                                         

(4.9) 

4.4.3.4 Exposedness Weight Map       

In an underwater image, all pixels will not be exposed. Pixels are 

commonly better exposed when they have normalised values close to the 

average value of 0.5. This weight avoids an over or underexposed look by 

constraining the result to match the average luminance. Mertens et al. 
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[139], employed a similar weight in the context of tone mapping. The 

exposedness weight map is expressed as a Gaussian-modelled distance to 

the average normalised range value (0.5) and is shown in eqn. 4.10.  

𝑊𝐸(𝑥, 𝑦) = exp (−
(𝑌𝑘(𝑥,𝑦)−0.5)2 

2𝜎2
)                                                 

(4.10) 

where Y
k 
(x, y) represents the luminance value of the pixel at location (x, y) 

of the input image, while the standard deviation is set to σ = 0.35. 

4.4.4  Fusion  

Image Fusion is a process of combining the relevant information 

from a set of input images into a single image, where the resultant fused 

image will be more informative and complete than the input images. In this 

work, there are three weight maps based on luminance channel and one 

based on chrominance-red channel. The effective weight map from the 

three weight maps, WL, WS  and WE  are combined by averaging the weight 

map values as in eqn. 4.11. As a result of this operation, two weight maps 

are obtained for each derived input.  Two colour cast weight maps from the 

derived inputs, WC, are considered separately. Then these weight maps are 

normalised as shown in eqn. 4.12.  𝑊𝑁𝑜𝑟𝑚𝑦
𝑘  and  𝑊𝑁𝑜𝑟𝑚𝑐

𝑘   are the two 

normalised weight maps for luminance and chrominance-red channel 

respectively. Finally they are fused using the eqn. 4.13 for luminance 

channel and using eqn. 4.14 for chrominance-red channel to obtain the 

fused image.  

        𝑊𝐴𝑣𝑔
𝑘 =

1

𝑁
∑ 𝑊𝑖

𝑘
𝑖=1                                          (4.11) 

                 𝑊𝑁𝑜𝑟𝑚
𝑘 =

𝑊𝑘

∑ 𝑊𝑘2
𝑖=1

                               (4.12) 
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                                𝑌(𝑥, 𝑦) = ∑ 𝑊𝑁𝑜𝑟𝑚𝑦
𝑘 (𝑥, 𝑦)𝑌𝑘(𝑥, 𝑦)2

𝑘=1                      (4.13)        

                𝐶𝑟(𝑥, 𝑦) = ∑ 𝑊𝑁𝑜𝑟𝑚𝑐
𝑘 (𝑥, 𝑦)𝐶𝑘(𝑥, 𝑦)2

𝑘=1                      (4.14) 

4.4.5 Colour Correction 

Many qualitative techniques based on imaging have been proposed 

for colour correction in the literature [140][141]. They are based on image 

restoration techniques or subjective techniques such as image enhancement 

methods.  They require some assumptions or knowledge of physical media. 

In this work, 𝑙𝛼𝛽 colour space based method is used for colour correction 

which do not require any knowledge of physical media. 

4.4.5.1 lαβ Colour Space 

The lαβ colour space was proposed by Ruderman et al. [142] by 

studying the human eye perception of natural images. The 𝑙𝛼𝛽 colour space 

consists of two opponent colour components α and β, (which encode 

yellow-blue and red-green chromaticity) and a luminance component l 

(achromatic). This can be used as reference for hue or for colour correction 

[143]. In the human colour visual mechanism, this colour space is used for 

colour discrimination. With the help of 𝑙𝛼𝛽 colour space, the chromatic 

components are relatively altered by displacing their distributions closer to 

the white point (white balancing).  Histogram cut off and stretching of the 

luminance component can be  performed to improve the contrast of the 

image. So, by performing a colour correction similar to that in the human 

visual system colour constancy in underwater images can be achieved 

[144].  In the image formation model, an underwater image fi(m, n) can be 

expressed by, 
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𝑓𝑖(𝑚, 𝑛) = 𝑔𝑖(𝑚, 𝑛) 𝑟𝑖(𝑚, 𝑛)                                                     ( 4.15 ) 

In eqn. 4.15, 𝑔𝑖(𝑚, 𝑛) is the illuminant component and  𝑟𝑖(𝑚, 𝑛) is the 

reflectance component. Here, (𝑚, 𝑛) represent image coordinates and  i Є 

{1, 2, 3} indicate the colour components R, G, and B of the image. Colour 

correction is achieved by computing the illuminant 𝑔𝑖 and removing its 

chromatic components from 𝑓𝑖.  

4.4.5.2 Steps to Colour Correction  

The model for colour correction is shown in fig. 4.2. The various 

steps to colour correction include gamma correction and conversion to 

XYZ, LMS and 𝑙𝛼𝛽 colour space. `    

 

 

Fig. 4.2  Model for colour correction 

The non-linear RGB image is corrected by the non-linearity 

correction (gamma correction), to get linear RGB coordinates for further 

processing. Next step involves conversion to XYZ tristimulus values that is 

obtained by multiplying the linear RGB coordinates fi(m, n) with 𝑇𝑥𝑦𝑧,𝑖𝑗  

matrix. From this device-independent XYZ space, the image is converted to 

LMS space using the 𝑇𝑙𝑚𝑠,𝑖𝑗  matrix. Now, transform the data into 

logarithmic space, and finally de-correlate these axes by utilising Principal 

Component Analysis (PCA), that means multiply 𝑙𝑙𝑜𝑔,𝑖(𝑚, 𝑛)  vector by the 

decorrelation matrix 𝑇𝑝𝑐𝑎,𝑖𝑗. Thus, vector coordinates of image in 𝑙𝛼𝛽 space 

are obtained. The three resulting principal axes are orthogonal, where one 

axis l represents an achromatic channel, while the other two (α and β) 

l

lαβ 

 

Log 

(LMS) 
LMS XYZ 

Gamma 

Correction RGB 
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channels are chromatic yellow-blue and red-green opponent channels [145]. 

The various steps are given in eqn. 4.16 to eqn. 4.21. 

 Conversion from RGB to XYZ space 

𝑥𝑗(𝑚, 𝑛) =  𝑇𝑥𝑦𝑧,𝑖𝑗 𝑓𝑖(𝑚, 𝑛)                                            (4.16) 

𝑇𝑥𝑦𝑧,𝑖𝑗 𝑓𝑖(𝑚, 𝑛) =  [
0.5141 0.3239 0.1604
0.2651 0.6702 0.0641
0.0241 0.1228 0.8444

]                           (4.17) 

 Conversion from XYZ space to LMS space 

𝑙𝑗(𝑚, 𝑛) =  𝑇𝑙𝑚𝑠,𝑖𝑗 𝑥𝑖(𝑚, 𝑛)                                          (4.18) 

𝑇𝑙𝑚𝑠,𝑖𝑗 𝑥𝑖(𝑚, 𝑛) =  [
0.3897 0.6890 0.0787
−0.2298 1.1834 0.0464
0.0 0.0 1.0

]                        (4.19) 

 Conversion from log (LMS) space to 𝑙𝛼𝛽 space 

𝑙𝑙𝛼𝛽,𝑗(𝑚, 𝑛) =  𝑇𝑝𝑐𝑎,𝑖𝑗 𝑙𝑙𝑜𝑔,𝑖(𝑚, 𝑛)                                (4.20) 

𝑇𝑝𝑐𝑎,𝑖𝑗  =  
1

√6
[
√2 0 0
0 1 0

0 0 √3

] [
1 1 1
1 1 −2
1 −1 0

]                             (4.21) 

4.5 Other Underwater Image Enhancement Methods 

 Various underwater image enhancement algorithms, suitable for 

underwater vision systems, are presented in open literature [13]. The 

commonly used enhancement methods, which were implemented in FPGA, 

for enhancing the visual quality of underwater images, are described in this 

section.  
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4.5.1 Homomorphic Filtering  

Traditional image enhancement techniques like histogram 

equalisation, are spatially invariant. Therefore, enhancement is performed 

on the entire image devoid of taking the object’s distance within the image. 

Problem occurs when the visibility of object depends on the distance from 

the camera. Homomorphic filtering is a nonlinear filtering technique that 

reduces the non-uniform illumination and enhances the contrast. It is a 

generalised technique for image enhancement and/or correction that 

simultaneously normalises the brightness across an image and increases its 

contrast. This frequency based nonlinear filtering method can be used for 

correcting the non-uniform illumination.  

In the illumination reflectance model, an image can be represented 

as a multiplication of illumination and reflection component as in eqn. 4.22.       

      𝑓(𝑥, 𝑦)  =  𝑖 (𝑥, 𝑦)  𝑟(𝑥, 𝑦)                                               ( 4.22 )   

In eqn. 4.22, f(x, y) is the captured image, i(x, y) is the illumination 

multiplicative factor and r(x, y) is the reflectance function. The illumination 

element signifies the low frequency that changes slowly through the field.  

Reflectance component denotes high frequency components. On 

multiplying with high pass filter, which removes low frequencies, it results 

in the reduction of non-uniform illumination within the image [14][13]. 

Eqn. 4.22 cannot be used directly to operate separately on the frequency 

components of illumination and reflectance because the Fourier transform 

of the product of two functions is not separable. Instead the function can be 

represented as a logarithmic function wherein the product of the Fourier 

transform can be represented as the sum of the illumination and reflectance 

components as shown below.  
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Taking logarithm of eqn. 4.22 to convert multiplicative into additive, 

                     𝑔 (𝑥, 𝑦) =  𝐼𝑛 (𝑓(𝑥, 𝑦)) 

                       =  𝑙𝑛 (𝑖 (𝑥, 𝑦))  +  𝐼𝑛(𝑟(𝑥, 𝑦))                           (4.23) 

Fourier Transform of eqn. 4.23 is taken,  

         𝐺 (𝑘, 𝑙) =  𝐼 (𝑘, 𝑙) +  𝑅 (𝑘, 𝑙)                                           (4.24) 

Applying a filter, H (k, l) to the image in eqn. 4.24, 

                      𝑆 (𝑘, 𝑙) =  𝐺 (𝑘, 𝑙). 𝐻 (𝑘, 𝑙)    

 ie.,            𝑆 (𝑘, 𝑙) =  [( I (k, l). H (k, l))  + ( R (k, l). H (k, l))]              

(4.25) 

 Representing eqn. 4.25 in spatial domain, 

𝑠 (𝑥, 𝑦) =  [(𝐹−1(𝐼 (𝑘, 𝑙). 𝐻 (𝑘, 𝑙))) + (𝐹−1 (𝑅 (𝑘, 𝑙). 𝐻 (𝑘, 𝑙)))]       

(4.26) 

The exponential of s(x, y) is taken to obtain an enhanced  image [146]. 

4.5.2   Adaptive Histogram Equalisation 

Histogram equalisation is a technique which is used to improve the 

quality of an image captured under poor lighting conditions. The standard 

procedure in this case, is to re-map greyscales of the image so that the 

resultant histogram approximates that of uniform distribution. This 

procedure is based on the assumption that the image quality is uniform over 

all areas and one unique greyscale mapping provides similar enhancement 

for all regions of the image [113]. However, when the distributions of 

greyscale change from one region to another, this assumption is not valid.  
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In this case, an adaptive histogram equalisation technique can significantly 

outperform the standard approach [147]. 

The main idea in adaptive histogram equalisation is to find the 

mapping for each pixel based on a local (neighbourhood) greyscale 

distribution. Here contrast enhancement mapping is applied to a pixel, 

which is a function of the intensity values of surrounding pixels. Hence, the 

number of times that this calculation is repeated is same as the number of 

pixels in the image. This gives rise to an extensive computation 

requirement, which even with some modifications cannot be used for real 

time image enhancement. So another form of adaptive histogram 

equalisation is used which is a compromise between global histogram 

equalisation and fully adaptive histogram equalisation i.e., regional 

histogram equalisation [148]. Here the image is divided into limited 

number of regions and the same histogram equalisation technique is applied 

to the pixels in each region. Hence, computation is reduced considerably 

and the method can be used for real time image processing. 

In this thesis, YCbCr colour space is used for implementing AHE. 

Here, the luminance channel is separated from the chrominance channel. 

Then it is divided into sub images and histogram equalisation for each sub 

image is carried out.  The new histogram equalised Y component is 

superimposed with the old Cb and Cr components to get the histogram 

equalised colour image as per the eqn. 4.27 to eqn. 4.29. 

                            𝑅 = 𝑌𝑛𝑒𝑤 + 1.402𝐶𝑟                                      (4.27) 

                                   𝐺 = 𝑌𝑛𝑒𝑤 − 0.344𝐶𝑏 − 0.714𝐶𝑟                    (4.28) 

           𝐵 = 𝑌𝑛𝑒𝑤 + 1.772𝐶𝑏                                      (4.29) 
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The histogram equalised values are mapped to the original intensity 

values.                     

4.5.3 Retinex Algorithm 

The idea of retinex was introduced in 1986 by Edward Land [149], 

to evaluate the inconsistency between the human and machine vision 

systems. The recognition of objects under various lighting conditions has 

an effect on colour perception. Separate inconsistency exists between the 

human vision and machine vision, as the former is adjustable with severe 

dissimilarity in illumination and latter includes range of view taken by the 

camera that is much less than the vision range of humans. It results in loss 

of essential features captured by a camera.   

The analysis of retinex theory is based on human brain reactions to 

the colour perception by changing the illumination. A human-oriented 

image-processing procedure provides colour constancy and dynamic range 

compression.  Spectral shifts have a strong influence on colour in the 

recorded images of the entire spectrum.  Reliability in colour images to 

human observation requires dynamic range compression, colour constancy 

and colour and lightness rendition [150]. It requires wide dynamic range 

colour imaging systems.  

  The single scale retinex representation is shown by eqn.               

(4.30)    

            𝑅𝑖  (𝑥, 𝑦)  =  𝑙𝑜𝑔 𝐼𝑖 (𝑥, 𝑦) –  𝑙𝑜𝑔 [𝐼𝑖 (𝑥, 𝑦)  ∗  𝐹(𝑥, 𝑦)]             (4.30) 

where   i Є R,G, B, F(x, y) is a Gaussian surround function.    

 The multi-scale retinex is a weighted summation of single scale retinex 

outputs and it is mathematically expressed as in eqn. 4.31. 
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                  𝑅𝑀𝑆𝑅𝑖 = ∑ 𝑤𝑛 𝑅𝑛𝑖 𝑛=1                                                         

(4.31) 

where n is the number of scale and wn is the different weights.  The choice 

of scale is chosen empirically.  

In this work, the input RGB image is converted to YCbCr model. 

Red colour needs to be enhanced more, compared to the other two. Hence, 

the component Cb is kept constant and the other two components, Y and Cr 

are enhanced by applying retinex algorithm and finally the enhanced 

components and the original Cb components are combined. Contrast 

stretching is also applied to this output to form the final output image.      

4.6 Implementation in FPGA 

   Underwater image enhancement methods like homomorphic 

filtering, multi-scale retinex algorithm and AHE were successfully 

implemented in FPGA. The proposed method of fusion technique was also 

implemented.  The device utilisation were computed. The implementation 

of these algorithms in FPGA are discussed in the following sub sections. 

4.6.1 Multi-scale Fusion Method 

The work was implemented in Xilinx Virtex 4 FPGA. Altium 

Designer was used as software development platform. Schematic 

document, which occurs in the top level, consists of schematic diagram that 

is a representation of the elements of the system using graphic symbols and 
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all these elements were wired together by means of buses, wires or signal 

harness units. A schematic document was added to the FPGA project and 

the open bus sheet symbol and interface circuitry are placed and 

interconnected. The schematic of the design is shown in fig. 4.3. 

Fig. 4.3 Schematic diagram 

 

In the schematic diagram, shown in fig. 4.3, VHDL entity block was 

used to indicate the input and output ports of the system. The output was 

displayed on the display unit. The main block was used to connect all 

peripheral devices that were used in the design. 

4.6.2 Homomorphic Filtering  

The implementation of homomorphic filter, which is a nonlinear 

filter, on system generator platform was performed. Calculation of 

logarithmic and antilogarithmic value was done by means of eqn. 4.32 as 

direct blocks are not available, 

𝑙𝑜𝑔 𝑥 =  1 + 𝑥2/2 + ……                                                               

(4.32) 

System generator allows one-dimensional (1D) data processing, so 

2D FFT calculation was tiresome. Row wise and column wise FFT were 

calculated separately and combined to form 2D FFT.  
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Fig. 4.4  Part of 1D row FFT model 

 

 

 

 

Fig. 4.5 Taking column wise FFT 

Fig. 4.4 and fig. 4.5 show various implementation blocks. Appropriate 

coefficients and multipliers were included in the block diagram to realise 

the algorithm. After the multiplication of the filter coefficients, row wise 

and column wise, its inverse Fast Fourier Transform (IFFT) was calculated.  

Finally, antilog value was calculated for obtaining the enhanced image. 

4.6.3 Adaptive Histogram Equalisation  

Xilinx system generator model for AHE is shown in fig. 4.6.   
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Fig. 4.6  Final block (part) of AHE method  

The various system generator blocks were connected together to complete 

the design model. In mcode block, user defined functions for the proposed 

algorithm were written. As 2D image data was processed as a sequential 1D 

data, delay elements were given to access them in a later stage.   

4.6.4 Multi-scale Retinex Algorithm 

Fig. 4.7 shows part of the Xilinx system generator model file used 

to implement the algorithm in Virtex 4 FPGA development board. 

 

 

 

Fig. 4.7 Part of 

system 

generator model for multi-scale retinex algorithm. 

4.7 Results and Discussions 

Underwater image enhancement techniques like homomorphic 

filtering, AHE, MSR and proposed Multi-scale pixel based image fusion 

were implemented in FPGA and the results were compared using quality 

metrics. The results are shown in the following sub sections. It is clear from 
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visual as well as qualitative analysis that the proposed model enhanced 

underwater degraded images more effectively. In the following sub section 

the results of each method are explained. 

4.7.1 Homomorphic Filtering  

Hardware co-simulation using Xilinx ISE design suite 11.3 system 

was carried out. The input images suffering from non-uniform illumination 

were enhanced by homomorphic filtering and are displayed in figures 4.9 

and 4.10.  

 

     

 

 

Fig. 4.8  Input image1 and output mage1 (Homomorphic filter) 

 

 

 

 

Fig. 4.9  Input image2 and output image2 (Homomorphic filter) 

The device utilisation by FPGA is displayed in table 4.1. In this 

table, usage of various hardware blocks in Virtex 4, used by this design is 

shown. Only less than 30% of the resources of the Virtex 4 have been 



Reconfigurable Platform based Design in FPGA for Underwater Image Enhancement..... 

 

 114 

utilised for the design. Out of 35,840 slices present in Virtex4 XC4VLX80, 

only 4367 was used. Similarly, only 6943 LUTs, from the available 71,680 

LUTs, were used. As the resources used are low, the power dissipation also 

reduces proportionally. 

 

Table 4.1 Device utilisation – Homomorphic filter 

 

 

 

 

4.7.2 Adaptive Histogram Equalisation 

Adaptive histogram equalisation was implemented in FPGA and the 

results are shown in fig. 4.10 and 4.11. The results show that visual quality 

of image is improved. The histogram of enhanced image shows a uniform 

distribution indicating that the brightness of enhanced image is uniformly 

distributed.  

 

 

 

Resources Quantity 

Slices 4367 

FFs 4509 

BRAMs 4 

LUTs 6943 

Mults/DSP48s 12 

Fig. 4.10   input image1 and output image1 (AHE) 
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Table 4.2 

Device 

utilisation – AHE 

 

 

 

 

 

The device utilisation when implemented the design in Virtex 4 

FPGA is shown in table 4.2.   The device Utilisation was below 30%.  

Resources Quantity 

Slices 7234 

FFs 6328 

BRAMs 5 

LUTs 10244 

Mults/DSP48s 14 

Fig. 4.11  Input image2 and output image2 (AHE) 
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4.7.3 Multi-Scale Retinex Algorithm 

Hardware co-simulation was carried out using Xilinx system 

generator. The target platform was Virtex 4 FPGA board. Fig. 4.12 and 

4.13 show two different images and their enhanced output.  

Fig. 4.12 Input image1 and output image1 (MSR) 

Fig. 4.13 Input image2 and output image2 (MSR) 

Table 4.3 Device 

utilisation - MSR 

 

 

 

 

Resources Quantity 

Slices 3224 

FFs 3211 

BRAMs 4 

LUTs 3379 

Mults/DSP48s 11 
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Table 4.3 shows the device utilisation of for the proposed multi-

scale retinex algorithm. Less than 30% of the resources have been used 

when the design was implemented in Virtex 4 FPGA. 

4.7.4 Multi-Scale Fusion  

The proposed fusion design was implemented in Xilinx FPGA. The 

output images shown are free from any colour dominance. The processing 

time of each image was computed and the average time required for the test 

images was 37 ns.  The results are shown in fig. 4.14 and fig. 4.15.  

       Fig. 4.14 

Input image1 and 

output 

image1 

(Fusion) 

       Fig. 4.15  

Input image2 and 

output 

image2 

(Fusion) 

Table 4.4 describes device utilisation of the design when 

implemented in FPGA.      
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Table 4.4 Device Utilisation - Proposed Fusion Method 

 

 

 

 

 

4.7.5 Comparative analysis 

The image comparison is done based on the visual quality of the 

original image and output images obtained using AHE, Retinex, Fusion and 

proposed Fusion method are shown in fig. 4.16(a-e).  Homomorphic 

Resources Quantity 

Slices 6044 

FFs 5296 

BRAMs 6 

LUTs 8467 

Mults/DSP48s 14 
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filtering  

  (a)                   (b)                  (c)                    (d)                    (e)  

Fig. 4.16 Visual comparison. (a) input image (b) AHE (c) retinex (d) fusion 

(e) proposed fusion method. 

is not included as it improved only contrast of the given image. Fig. 4.16 © 

shows retinex output and here, red channel enhancement is more in some 

cases. Normal fusion method enhanced the image better than AHE, but the 

colour cast is still present. The proposed method shown in fig. 4.16(e) is 

able to enhance underwater image significantly and reduces colour cast 

much better than other methods.   

An image signal whose quality is being evaluated can be thought of 

as a sum of an undistorted reference signal and an error signal. A widely 

adopted assumption is that the loss of perceptual quality is directly related 

to the visibility of the error signal. The quality metrics used for analysing 

different techniques are Root Mean Square Error (RMSE), Peak Signal to 

Noise Ratio (PSNR) and Mean Absolute Error (MAE). The MSE represents 

the cumulative squared error between the improved image and the original 

image, whereas PSNR represents a measure of the error. The enhanced 

image is good if it has low MSE and high PSNR values. Root Mean Square 

Error (RMSE) is the root of MSE. MSE is given by eqn. 4.33. 

      𝑀𝑆𝐸 =
∑ ∑ [𝐼1(𝑖,𝑗)−𝐼2(𝑖,𝑗)]

2𝑁−1
𝑗=0

𝑀−1
𝑖=0

𝑀𝑁
                                              

(4.33) 

PSNR is given by eqn. 4.34. 

    𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
𝐿2

𝑀𝑆𝐸
)                    (4.34) 
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where 𝐿 is the number of gray levels. 

Mean Absolute Error is given by eqn. 4.35. 

                    𝑀𝐴𝐸 =
∑ ∑ │[𝐼1(𝑖,𝑗)−𝐼2(𝑖,𝑗)]│

𝑁−1
𝑗=0

𝑀−1
𝑖=0

𝑀𝑁
                                         (4.35) 

where 𝐼1 and 𝐼2 are the input and output images respectively. 𝑀x𝑁 is the 

size of the image. 

                           

  

 

 

 

 

Fig. 4.17 Comparison of RMSE value for different image samples 

 

 

 

 

 

 

 

Fig. 4.18 Comparison of PSNR value for different image samples 
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Fig. 4.17 shows Root Mean Square Error value for image 

enhancement techniques like Homomorphic filtering (HF), AHE, Retinex 

algorithm, Fusion method and proposed Fusion method. Underwater image 

samples obtained from internet were used for comparative analysis. Fig. 

4.18 shows PSNR comparison chart and fig. 4.19 shows MAE comparison. 

All these comparison charts indicated that proposed method is a better 

choice for enhancing underwater images.  Table 4.5 shows comparative 

analysis of various image enhancement techniques on the basis of RMSE, 

PSNR, MAE, Power and Speed. 

 

 

 

 

 

 

 

Fig. 4.19 Comparison of MAE value for different image samples 

Q
u

al
it

y
 

M
at

ri
cs

 

H
o

m
o

m
o

rp
h

ic
  

  
  

  
  

F
il

te
ri

n
g

 

A
H

E
 

M
o

d
if

ie
d

 M
u

lt
i-

sc
al

e 
R

et
in

ex
 

A
lg

o
ri

th
m

 

C
la

ss
ic

al
 M

u
lt

i-

sc
al

e 
F

u
si

o
n

 f
ro

m
 

si
n

g
le

 i
m

ag
e 

M
u

lt
i-

sc
al

e 
F

u
si

o
n

 

((
P

ro
p

o
se

d
) 



Reconfigurable Platform based Design in FPGA for Underwater Image Enhancement..... 

 

 122 

 

                     Table 4.5  Comparative analysis 

 

 The comparative analysis presented in table 4.5, based on 

qualitative analysis, shows that the proposed multi-scale fusion based 

image enhancement outperformed other methods under the same 

conditions. Though the processing time is little bit higher than AHE, 

compared to other performance analysis, the proposed method is a better 

option. It has also shown that FPGA speed is comparatively higher, than 

executing the same algorithm in software.  

4.8 Summary 

A novel method of multi-scale fusion method using single image 

was implemented in FPGA for enhancing underwater images. It was 

compared with the image enhancement techniques like homomorphic 

filtering, adaptive histogram equalisation, multi-scale retinex algorithm and 

RMSE 112.43 103.6 78.3 74.2 71.8 

PSNR 18.2 19.1 23.2 31.5 34.2 

MAE 91.7 89.4 71.2 70.9 68.4 

Power dissipation 

in FPGA(in Watts) 0.237 0.215 0.214 0.226 0.205 

Processing time in  

FPGA@100 MHz 42.18ns 34.21 ns 39.45 ns 39.40 ns 37.23 ns 

Processing time in 

software@2.4 GHz 6.6 ms 4.9 ms 5.4 ms 5.3 ms 5.1 ms 



Summary 

 123 

multi-scale fusion technique under the same conditions. Based on quality 

metrics such as RMSE, PSNR and MAE, it is found that the proposed 

method is a better option for enhancing underwater images that are suffered 

due to non-uniform illumination, absorption and scattering. The FPGA 

device utilisation for all these techniques were also computed and all the 

techniques used low percentage of available resources in the selected 

FPGA.   
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CHAPTER 5  

ADAPTIVE GAUSSIAN MIXTURE MODEL 

BASED MOVING OBJECT DETECTION 

 

In many computer vision applications like object tracking, 

human-machine interface, motion estimation etc. moving object 

detection is the initial and important step. The basis stage of operation for 

many underwater vision systems is object detection from the complex 

underwater environment. Many applications such as biomedical, 

security, surveillance and identification of threats in defence and navy 

make use of object detection [34]. By automating the detection system, 

the operations can become more efficient and accurate. Adaptive 

Gaussian mixture model based moving object detection was 

implemented in FPGA.  

 

5.1 Introduction 

The autonomous detection and tracking system could serve a crucial 

role in underwater surveillance. Marine researchers who involved in the 

underwater study can make use of the system if automation is provided for 

object detection and tracking. Underwater object detection is a very 

indispensable issue for many civilian and military applications such as 

hydro graphic survey used for secured navigation [151] [152]. 

Object detection requires typically a long time for processing and 

analysing by human experts. Real time object detection is very important 

especially when dealing with special purpose hydrographic survey 

operations such as dredging operations (for the purpose of deepening 
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harbours, navigation lines and underwater mining) which may be cost-

effective and time constraint operation that needs a precise and fast 

surveyor decision to determine the presence of objects or obstacles in 

underwater [153]. So the vision system should be operationally effective 

for better performance in real time applications. Traditionally, marine 

biologists determine the presence and exploration of different types of 

marine animals and objects using several object detection techniques. 

5.2 Underwater Object Detection Techniques 

Underwater video scenes have more than one of the following 

properties: 

 Light changes: Real-time video acquisition requires object detection to 

be done irrespective of the lighting conditions. In fact, the video needs 

to be acquired for the entire day and the detection algorithm should 

work even when there is light transitions.  

 Physical phenomena: During video acquisition, various physical 

phenomena affects image contrast. For instance, sea currents, storms or 

typhoons can easily vary the contrast and the clearness of the captured 

videos. 

 Grades of freedom: In underwater videos, the moving objects can move 

in all three dimensions, while videos containing traffic images or 

pedestrians are virtually confined in two dimensions. 

 Forming algae on camera lens: The contact of camera’s lens with 

seawater can lead to the quick formation of algae on top of the camera 

lens that will introduce level of uncertainty in captured images. 

 Periodic and multimodal background: Arbitrarily moving objects (e.g. 

pebbles, small rocks) and periodically moving objects like tide and 

flood drift  are common findings in the underwater setting [154]. 



Reconfigurable Platform based Design in FPGA for Underwater Image Enhancement..... 

 

 126 

Therefore, there should be a precise, flexible and fast underwater 

object detection system for use in a variety of underwater low-level images 

captured from underwater imaging devices operating under varying 

weather and bathymetric conditions. The developed system should be 

capable of tackling the huge complexity of the underwater environment and 

multidimensional motion features of the object. Analysis of underwater 

videos opens a new drift in biomedical and research applications. However, 

underwater video analysis can be used to determine the health of the ocean, 

endangered species, water quality, biodiversity, climatic change and impact 

of food chain, invasive species, ocean pollution, sustainability and 

biodiversity of the species surviving underwater [155]. The different 

algorithms used in this work for moving object detection are background 

subtraction method and adaptive Gaussian mixture model (GMM) method. 

In background subtraction, a reference image is formed by 

averaging images over time at the time of initialization and is subtracted 

from the current image by pixel-pixel fashion, there by detecting the 

moving regions [156]. The difference between cumulative average of the 

previous values of pixel’s intensity value and current pixel’s intensity value 

is the main criteria for GMM [155].   

5.3 Background Subtraction 

Moving regions are detected using temporal difference method by 

taking pixel-by-pixel difference of consecutive frames (more than two) in a 

video sequence. Even though simple calculation is the advantage of frame 

difference method, it has a major disadvantage that it is sensitive to noise, 

which means that without moving the object if the background brightness is 

changed, the output of frame difference method will not be accurate. This 

problem can be overcome by using moving edge method, because the edge 
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has no relation with the brightness. Using Sobel edge detector the edges of 

two continuous frames are detected and the difference between the detected 

edges are calculated. Then by comparing the non-zero pixels to a 

predefined threshold, it decides whether the region is in motion or not. 

   In this work, edge difference method for detecting moving object 

is used. Silven et al. [157] described a scheme for  temporal differential 

method where a pixel at  location (x, y) in the current image It is marked as 

foreground  if  it satisfies  the  eqn. 5.1 where thr is the threshold value. 

   |𝐼𝑡(𝑥, 𝑦) −  𝐵𝑡(𝑥, 𝑦)| >  𝑡ℎ𝑟                                          (5.1) 

The background Bt is modified with the current pixel value. In this work, 

pixel value is taken after edge detection. The motion detection sensitivity 

depends on the value of the threshold. While selecting a threshold, it should 

be noted that a very low threshold cannot filter the noise in an image and 

too high threshold may result in the loss of useful changes in the image. 

5.4 Proposed Adaptive GMM 

The recursive approach of moving object detection system 

employing input video sequences having gradual error rectification is 

described by the block diagram shown in fig. 5.1. The system operates 

through different stages as in the block diagram to warrant efficient moving 

object detection and ultimate usage of gathered information. The 

underwater video sequence collected using a camera are fed to the system. 

Oceanographers and underwater divers now a day depending on the high-

resolution images captured with cameras specially designed to operate in 

underwater environment. This visual data plays a key role in their work and 

studies. The proposed system can be incorporated with such visual 
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Deblurring 

Modified Median Filtering 

Adaptive GMM 

Modified Otsu’s Thresholding 

            Post-processing 

Video frames 

information collection system so that the cost and maintenance requirement 

of the object detection system can be reduced. 

 

 

 

 

 

 

 

 

 

 

 Fig. 5.1 Proposed adaptive GMM model  

These video frames are deblurred to improve the sharpness of the 

edges. The background model and the related normalisation parameters are 

extracted from the frames. The background model key parameters get 

updated recursively according to the available new information from each 

pixels in the frame. In the moving object detection stage, a threshold based 

scheme separates the foreground from the background distributions 

efficaciously employing the parameters already derived in the previous 

stage of the system. The further post-processing stage assures the required 
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level of visual quality of the result by thresholding and connected 

component analysis techniques.  

5.4.1 Deblurring 

Image deblurring sharpens the edges of pre-processed underwater 

image. The image degradation is represented by, 

                        𝑦 = 𝑆𝑥 + 𝑛                                                                                  

(5.2) 

where x, y and n are the column vectors representing the original image, 

degraded image and additive noise. S is a square matrix used as the linear 

blurring operator [158]. Minimisation of the objective function is used to 

get the estimate of x and y, 

                    𝐶(𝑥, 𝑆) = ‖𝑦 − 𝑆𝑥‖2
2 + 𝜆𝑅(𝐹(𝑥))                                  

(5.3)                       

In eqn. 5.3, λ is the regularisation parameter and R (F(x)) is the regularising 

term. The proposed algorithm for recovering deblurred image is given 

below, 

 Step1: Set S as the identity operator. 

 Step 2: Set x = y. 

 Step 3: Set initial value to λ and prior’s sparsity. 

 Step 4: Find estimate of x: x = argminx C(x, S) (S fixed). 

 Step 5: Find estimate of S: x = argminH C(x, S) (x fixed). 

 Step 6: Give next value to λ and prior’s sparsity. 

 Step 7: Repeat step 4 to 7, if λ ≥ λmin 
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5.4.2 Median Filtering 

The impulse-based noise can be effectively removed from images 

that are corrupted by distortions introduced by the medium using a median 

filter.  It smoothens the image by replacing the pixel value with the median 

of the neighbouring pixel values. For that, all the pixels in the 

neighbourhood of the original pixel are sorted in ascending/descending 

order and then the middle pixel value or the median of the sorted value is 

used to replace the original pixel. When compared to other filters like 

simple mean, geometric and harmonic filters, the performance attributes of 

the median filter is significantly better. The median filter is a canonical 

image processing operation, best known for its salt and pepper noise 

removal abilities [114]. The mathematical expression for median filter is 

given in eqn. 5.4. 

              𝑓 (𝑥, 𝑦)  =  𝑚𝑒𝑑𝑖𝑎𝑛 (𝑔(𝑠, 𝑡))                                    (5.4) 

where (𝑠, 𝑡)𝜖 𝑆𝑥𝑦, 𝑆𝑥𝑦  is the selected neighbourhood 

A two-dimensional window of appropriate size (here 3x3) is 

selected and it is centred on the processed pixel p(x, y) in the degraded 

image. The pixels in the selected window are sorted in 

ascending/descending order to find the median pixel Pmed.  The centre 

pixel of the 3x3 window is replaced with Pmed. 

 

5.4.3 Adaptive Median Filter 
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The general output of the median filter is a specific processed pixel 

value placed at the location specified by the centre of the window Sxy under 

consideration. The variability of the window size is activated if certain 

condition levels are strictly satisfied. Level A and B are the two condition 

levels which should be analysed. The operation of the filter is shown in       

fig. 5.2.  The algorithm is explained below. 

 Level A: 

 𝐴1 =  𝑍𝑚𝑒𝑑 −  𝑍𝑚𝑖𝑛  

 𝐴2 =  Zmed −  Zmax  

 𝐼𝑓 𝐴1 >  0 𝑎𝑛𝑑 𝐴2 <  0, 𝐺𝑜 𝑡𝑜 𝑙𝑒𝑣𝑒𝑙 𝐵 

 𝑒𝑙𝑠𝑒 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑡ℎ𝑒 𝑤𝑖𝑛𝑑𝑜𝑤 𝑠𝑖𝑧𝑒 𝑡𝑜 𝑆𝑥𝑦 ≤  𝑚𝑎𝑥 

 𝑟𝑒𝑝𝑒𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝐴 

 Level B: 

 𝐵1 =  𝑍𝑥𝑦. 𝑍𝑚𝑖𝑛 

 𝐵2 =  𝑍𝑥𝑦. 𝑍𝑚𝑖𝑛 

 𝐼𝑓 𝐵1 >  𝑎𝑛𝑑 𝐵2 <  0, 𝑜𝑢𝑡𝑝𝑢𝑡 𝑖𝑠 𝑍𝑥𝑦 

  𝑒𝑙𝑠𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑖𝑠 𝑍𝑚𝑒𝑑. 

Here Zmin is the minimum grey level value in Sxy,  Zmax is the 

maximum grey level value in Sxy,  Zmed is the median of grey levels in Sxy,  

Zxy is the grey level at a specific coordinates and Smax is the maximum 

allowed size of Sxy  [159]. The adaptive median filter having variable 

window size implements required level of smoothening for non-impulsive 
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noises and prevents enormous distortions of data. The adaptive median 

filter preserves detail and smooths non-impulsive noise. It can assure better 

result even when the impulse noise is greater than 0.2.  

                                                                           

 

 

 

                                                                         

 

Fig. 5.2 Operation of Adaptive median filter 

5.5  Background Estimation 

In static environment, usually simple frame differencing approach is 

employed because there is no need to tackle the changing features of the 

background along with that of the moving objects. In uncontrolled 

environments such as underwater or oceanic surroundings, the simple 

background subtraction may fail, but this method has the benefit of very 

high computational speed. 

The major problems involved in oceanic surroundings are varying 

illumination levels, temporal background clutter, occlusions, erratic 

yes 

yes 



Background Estimation 

 133 

movements of the objects etc. These problems are usually addressed by 

making the background model adaptive and flexible so that its parameters 

can track the dynamic complex medium [160]. 

Popular adaptive modelling for the background in an uncontrolled 

environment is GMM. To model a multimodal background image 

sequence, GMM uses a mixture of normal distributions. Instead of using a 

single distribution for all pixels in the background, multiple numbers of 

distributions are used in this approach. For each pixel, all the normal 

distributions in its background mixture relate to the probability of detecting 

a specific intensity or colour in the pixel. The algorithm mainly depends on 

the following assumptions. The background is much frequently visible 

when compared to foregrounds. Second, background must have least 

variance parameters. Therefore, the algorithm efficiently work with scenes 

where background clutter is formed by at most two surfaces appearing in 

the view of the pixel. A mixture of different Gaussian probability density 

functions with its own mean, standard deviation and weight constitutes a 

GMM [161]. The weights can be interpreted by the corresponding Gaussian 

model of the frequency.  

The Gaussian mixture based background elimination system is 

defined by two parameters called learning rate α and threshold value T. The 

values of the pixel can be considered as a time varying process called pixel 

process and is a vector quantity for the images. The information regarding 

the history of all pixels at a particular time is available [122]. This history 

can be represented as in eqn. 5.5. 

 

           {𝑋1, 𝑋2, …𝑋𝑡}  =  {𝐼(𝑥0, 𝑦0, 𝑖): 1 ≤  𝑖 ≤  𝑡}                 (5.5) 
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where I denotes an image sequence. The recent history of each 

pixel, (X1, X2….Xt), is modelled by a mixture of K Gaussian distributions. 

The probability of detecting the present pixel value is given by eqn. 5.6. 

 

             𝑃(𝑋𝑡) =  ∑ 𝑤𝑖,𝑡 ∗ 𝜂(𝑋𝑡, 𝜇𝑖,𝑡, Σ𝑖,𝑡)
𝑘
𝑖=1                      (5.6) 

where K is the number of distributions, ω is an estimate of the weight of the 

i
th  

Gaussian in the mixture at time t, µi,t is the mean value of the i
th 

Gaussian in the mixture at time t, ∑i,t is the covariance matrix of the i
th 

Gaussian in the mixture at time t, and 𝜂 is a Gaussian probability density 

function. 𝜂 is given as 

            𝜂(𝑋𝑡, 𝜇, Σ) =  
1

(2𝜋)
𝑛
2|Σ|

1
2

𝑒−1(𝑋𝑡−𝜇𝑡)
𝑇Σ−1(𝑋𝑡−𝜇𝑡) 

                   (5.7)
 

In order to reduce computational complexity, the covariance matrix 

is considered as a diagonal one since blue, red and green values are 

independent and with same variance. Hence, eqn. 5.8 should be satisfied. 

    Σ𝑘,𝑡  =   𝜎𝑘
2𝐼                                   (5.8)     

The developed model should be capable to handle addition or 

deletion of the stationary objects and the time varying illumination changes 

in the scene. In determining the Gaussian parameter, observations that are 

more recent are estimated as more significant. One of the major 

distributions of the mixture model is used to represent a new pixel value 

and then the model is updated based on this representation. The new pixel 

value, Xt is examined against the prevailing K Gaussian distributions in the 

mixture that model the background, until a match is found. Whenever the 

value is within 2.5 standard deviations of a distribution, a pixel is said to be 
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matched. If the current pixel value do not match with any of the k 

distributions, then updating takes place in such a way that the minimum 

probable distribution is substituted with a distribution with the current 

value as its mean value, an initially high variance, and low prior weight. 

The procedure go on until the entire pixel is considered and the 

corresponding distribution parameters are updated accordingly. 

5.6 Model Update Procedure 

The Gaussian mixture model is defined by its key features mean, 

co- variance matrices and corresponding weights of mixed component 

densities. The changes arise in the key attributes, according to the motion 

characteristics of the pixels in the input visual information. This leads to the 

proper identification of the component distributions contributing the 

background features efficiently. So remodelling of the initially derived 

background model with introductory parameter values will be updated as 

per the information collected from the current pixel under consideration. 

The expectation maximisation algorithm is the preferred method to make 

the distribution parameters updated so that the log likelihood function is 

maximised. 

5.6.1 Expectation Maximisation Algorithm 

The GMM is a finite mixture probability distribution model. The 

models enable statistical modelling of environments with multimodal 

behaviour where simple parametric models fail to represent the 

characteristics of the data adequately. Expectation Maximisation (EM) 

algorithm is a standard approach for estimating GMM parameters. It is a 

repetitious parameter evaluation approach using available and estimated 

version of the lost information. The algorithm starts with an initial model to 
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derive an updated one, which fit the collected data as per the condition 

given in eqn. 5.9. 

                            𝑝(𝑥 𝜆 ⁄ ) > 𝑝(𝑥 𝜆⁄ )                      (5.9) 

The derived model using the EM algorithm is considered as the 

primary model for the subsequent iteration. The entire procedure is 

repeated continuously until the required level of convergence is achieved. 

The two steps in EM algorithm are expectation step and maximisation step. 

These steps are iteratively performed until an acceptable convergence 

threshold is reached. Then an optimum model, fitting the input visual 

information, is derived. 

In expectation stage of the algorithm, the obtained data set X is 

considered as incomplete and the complete one is represented as Y = (X, 

Z). The whole data set will be obtained by reckoning the parameters Z = Z1, 

Z2,….. , Zk. The log likelihood of the whole data Y is as shown in eqn. 

5.10. 

          𝑙𝑜𝑔𝑝 (
𝑌

𝛩
) = ∑ ∑ 𝑧𝑖 𝑙𝑜𝑔[𝑤𝑚𝑝(𝑥

𝑖/𝜃𝑚)]
𝐾
𝑚=1

𝑁
𝑖=1                   (5.10) 

where z
i  

is given as 

                       𝑧𝑖 = log(𝑚 𝑥𝑖 , 𝛩𝑖⁄ ) =  
𝑤𝑚
𝑡 𝑝(𝑥𝑖/𝜃𝑚

𝑖 )

∑ 𝑤𝑖
𝑡𝑝(𝑥𝑖/𝜃𝑖

𝑡)𝐾
𝑖=1

      (5.11) 

Here, Z
i 

is the posterior probability and Θ
t
 is the parameter estimate 

obtained after t iterations.  

In the maximisation stage of the approach, the attributes of the 

mixed component Gaussian distributions are evaluated by iteration method. 

In this step, the parameters 𝛩𝑡+1 are determined according to the estimate 

of the variables 𝑧𝑚
𝑖 . For Gaussian mixture models the corresponding 
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parameters like mean, variance and the Gaussian weights are estimated 

according to the respective equations derived, by maximising the log 

likelihood function. 

The convergence condition is called cost function. The expectation 

and maximisation step is repeated until the outcomes satisfy the cost 

function. Usually when the value is in the range of 10
5
, the cost function is 

expressed as a threshold. After the iteration is completed, the moving object 

can be detected by estimating the background of the moving region. The 

implementation of the updating process can be achieved by the following 

iteration stages that is derived from the EM algorithm. 

                𝑤𝑘,𝑡 = (1 − 𝛼)𝑤𝑘,𝑡−1 + 𝛼(𝑀𝑘,𝑡)                    (5.12) 

where α is the learning rate, 𝑀𝑘,𝑡 is zero for unmatched models and one for 

matched models. The speed, at which the distribution parameter changes, is 

inversely proportional to the learning rate. The weight parameter 𝑀𝑘,𝑡 is the 

averaged posterior probability that pixel values have matched model k, 

given the observations from time duration one to t. The key parameters µ 

and σ remains as such for unmatched distributions and for matched 

distributions it is updated according to the relation 

                   𝜇𝑡 =  (1 − 𝜌)𝜇𝑡−1 + 𝜌𝑋𝑡                              (5.13) 

                  𝜎𝑡
2 = (1 − 𝜌)𝜎𝑡−1

2 + 𝜌(𝑋𝑡 − 𝜇𝑡)
𝑇(𝑋𝑡 − 𝜇)            (5.14)   

where ρ is given as 

                     𝜌 =  𝛼𝜂(𝑋𝑡 𝜇𝑘⁄ , 𝜎𝑘)                                                    

(5.15) 

The parameter ρ is a type of causal low-pass filter as 𝑀𝑘,𝑡, except 

that only the data that matches the model is incorporated in the estimation. 
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The noticeable advantage of this process is that when a new pixel is 

added to the background, it does not spoil the existing model of the 

background. By modifying the already existing model, it is possible to get 

the new model. The original background colour persists in the mixture until 

it turns into the K
th

 most probable one and a new colour is detected. If an 

object is static for a long time (exceeding the limit), the object becomes 

part of the background. When it starts moving again, the distributions with 

lower weights will be instantly re-integrated into the background, but the 

previous background model still exists with the same µ and σ.  

5.6.2 Spatial Coherence based Update 

One of the main drawbacks of conventional GMM model is the 

limited usage and influence of spatial coherence details that exist in input 

frame sequences. Spatial coherence can reveal hidden relevant information 

in input images and is helpful to make the learning process of the Gaussian 

mixture model faster and efficient when compared to the conventional 

approaches. In the proposed method the spatial redundancy information is 

utilised in the updating stage if there exists any distributions matched to the 

current pixel attributes. In updating the distribution parameters of the 

components in the model, instead of current pixel based method, there 

exists neighbourhood pixel based updating processes with different 

learning rate over the neighbourhood. The varying learning rate over the 

neighbourhood is given as below. 

             𝛼 = [
1 2 1
2 4 2
1 2 1

]                                                         

(5.16) 

To separate background from foreground pixels, it is required to 

detect the Gaussian of the mixtures that are probably generated by 
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background processes. When the scene includes only static objects, the 

variance of the distributions, which represents the background, will be very 

small. The new object that occludes the background will not be matched to 

the existing distribution easily. New objects may introduce new 

distributions or increase the variance of the existing distributions. 

To identify the distributions which stand for the background, the 

parameter  
𝜔

𝜎
  has to be estimated. This parameter value increases when the 

σ value decreases. As variance decreases the new derived parameter 

magnitude falls and the distributions with highest parameter value can be 

considered as the most probable background distribution. So new 

distributions will be gradually replaced with the distributions with lower 

values. Then the highest B distributions are taken to represent the 

background model as in eqn. 5.17. 

                      𝐵 =  𝑎𝑟𝑔𝑚𝑖𝑛𝑏(∑ 𝑤𝑘 > 𝑇𝑏
𝑘=1 )                            (5.17) 

where the quantity T shows the least portion of the data that should 

be accounted for the background. A multimodal distribution caused by a 

recurring background motion can be covered if the value of T is higher. 

The method explained here allows to extract the foreground pixels from the 

background pixels and to classify foreground pixels in each new frame 

while updating the description of each pixel's process [162]. 

5.7  Adaptive Threshold for Detection. 

The efficacy of the GMM based underwater moving object 

detection technique thoroughly depends on the threshold value over which 

the background distributions are isolated. The conventional GMM model 

segregates the distribution corresponding to the background and foreground 

pixels adopting a static passive threshold value which is predefined. The 
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application for which the system is designed is a real time one demanding 

extreme operational efficiency while processing the input. The adaptive 

threshold that accounts for the characteristics of the moving object has to 

achieve the required level of accuracy and efficiency to the system.  

According to this method the input difference frame is divided into 

K numbers of equal sized blocks and they are classified as either having 

region of change (ROC) or not having any change [163]. Let the input 

frame F is divided into K equal blocks such that 

               𝐹 = ∑ 𝑊𝑛
𝐾
𝑛=1                                                  

(5.18) 

The pixel values in ROC will be high due to severe illumination 

changes and multimodal features and having low value in the background 

region. The regions of significant changes are obtained using first-moment 

m of the histogram using the given equation. 

                             𝑚 = ∑ 𝑖. 𝐻𝑖
𝑉𝑚𝑎𝑥
𝑖=1                                              (5.19) 

where Vmax stands for the maximum pixel value in the input frame 

and Hi implies the frequency of the grey level n = 1, 2,…., Vmax in the 

image. If the first moment exceeds the computed threshold then the image 

block is acknowledged as the ROC, otherwise as the fixed background 

region. 

                           𝑊𝑛 = {
𝑊𝑛

𝑏 ,   𝑖𝑓 𝑚 ≤ 𝑇
𝑊𝑛

𝑟 ,    𝑖𝑓 𝑚 > 𝑇
                                       

(5.20) 

The threshold value that recognises the image blocks having a 

region of change is obtained as described below. The first moments of all 
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image blocks are plotted and make a line joining the moments of the first 

and last image blocks. The threshold T that isolates a required region of 

change of the image blocks is the moment having maximum perpendicular 

distance from the line already drawn. The corresponding two-dimensional 

variances of the image blocks having high motion characteristics regarding 

ROC are estimated using the standard relations as given below in eqn. 5.21. 

                    𝑉𝑎𝑟(𝑥) =  
1

𝑛2
∑ ∑

1

2

𝑛
𝑖=1

𝑛
𝑖=1 (𝑥𝑖 − 𝑥𝑗)

2                     (5.21) 
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The reciprocal of the average value of the variances estimated, 

corresponding to the highest motion featured image block, is chosen as the 

new threshold value to isolate the distribution components representing 

background from that of the foreground. Since the estimated threshold 

highly depends on the pixel values of the input further, thresholding 

approach is advised in the proceeding stages to incorporate quality 

improvement. The new estimated threshold value is used to separate the 

Gaussian distributions corresponding to background 

from the Gaussian mixture model 

components. The flow chart of 

the algorithm 

is 

shown in 

fig. 

5.3. 

 

 

 

 

yes 

yes 
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Fig. 5.3  Flow chart of GMM Algorithm 

 

5.7.1 Otsu's Method of Thresholding 

Otsu’s method of thresholding is an efficient approach that makes 

clusters tight by maximising the variance between the classes by 

introducing an optimal threshold value. The threshold is estimated in such a 

way that the overlap between the clusters is minimised by spreading one of 

the distributions more while reducing the other one [164]. The assumptions 

made in this threshold method of segmentation are explained below. 

 Image and the histogram are bimodal in characteristics. 

 Neither the use of spatial coherence nor any other notion of 

object structure. 

 Assumes stationary statistics, but it can be reformed to be 

locally adaptive. 

 Since the bimodal brightness behaviour evolves only from 

object appearance differences, the method assumes uniform 

illumination. 

Let {0, 1,..., L-1} denote L distinct intensity levels in a digital image 

and ni indicate a number of pixels with intensity value i. Then the total 

probability is given as 

yes 
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                      ∑𝑝𝑖  =  
𝑛𝑖

𝑀𝑁
∑     = 1𝐿−1
𝑖=0                                                   

(5.22) 

where MN is the total number of pixels in the image. Here k is the threshold 

chosen to separate pixels in the image into two classes. The two class 

probabilities are given by the following relationship. 

                     𝑝1(𝑘) =  ∑ 𝑝𝑖
𝑘
𝑖=0                                                      

(5.23) 

                     𝑝2(𝑘) =  ∑ = 1 −𝐿−1
𝑖=0  𝑝1(𝑘)                                  

(5.24) 

The mean intensity values of the pixels assigned to the classes are     

                     𝑚1(𝑘) =  
1

𝑝1(𝑘)
∑ 𝑖. 𝑝𝑖
𝑘
𝑖=0                                          

(5.25) 

                     𝑚2(𝑘) =  
1

𝑝2(𝑘)
∑ 𝑖. 𝑝𝑖
𝐿−1
𝑖=𝑘+1                                      

(5.26) 

The global mean value obtained from the class means is given by the 

equation, 

          𝑚𝐺 =   𝑝1 𝑚1 +   𝑝2 𝑚2                                          (5.27) 

The between class variance which is to be maximised is given by the 

equation as in eqn. 5.28. 

                    𝜎𝐵
2 = 𝑝1(𝑚1 − 𝑚𝐺)

2 + 𝑝2(𝑚2 − 𝑚𝐺)
2               

(5.28) 
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The optimum threshold value k* can be obtained by maximising 𝜎𝐵
2  large 

as possible, as in eqn. 5.29. 

            𝜎𝐵 
2 (𝑘∗) =  max0≤𝑘≤𝐿−1 𝜎𝐵

2(𝑘) 

             𝑔(𝑥, 𝑦) =  {
1,   𝑖𝑓 𝑓(𝑥, 𝑦) > 𝑘∗

0,   𝑖𝑓 𝑓(𝑥, 𝑦) < 𝑘∗
                                          

(5.29) 

The separability measurement is given by 𝜂, where the value of 𝜂 is given 

by, 

                                  𝜂 =
𝜎𝐵
2

𝜎𝐺
2                                                        

(5.30) 

5.7.1.1 Modified Otsu’s Thresholding 

Here median based Otsu’s thresholding is chosen instead of normal 

mean based Otsu’s thresholding. Median based Otsu’s thresholding is used 

for skewed or heavy-tailed image as the mean value gives a very robust 

estimate compared to the grey level value. Let 𝑚𝑇 be the total of the grey 

level image with L grey levels, 𝑚0 and 𝑚1 are the corresponding medians 

of foreground and background part, 𝑚𝑚𝑒𝑑  is the global median value, 

𝜔0 and 𝜔1 are the corresponding probabilities of foreground and 

background part. Then the between-class variance is given by, 

                     𝜎𝐵
2 = 𝜔0(𝑚0 −𝑚𝑚𝑒𝑑)

2 + 𝜔1(𝑚1 −𝑚𝑚𝑒𝑑)
2                         

(5.31) and the corresponding threshold is,  

                     𝑡∗ = 𝑎𝑟𝑔𝑚𝑎𝑥(𝜎𝐵
2)     𝑓𝑜𝑟 1 ≤ 𝑡 ≤ 𝐿                                              

(5.32) 

5.7.2 Post Processing 
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In post-processing, the resultant detected frames are modified by 

using the two pass connected component algorithm. The foreground pixels 

obtained are segmented into regions by this algorithm. The post-processing 

step is an essential one, for the refinement of boundaries. 

Connected component analysis is an iterative algorithm to distillate 

the connected and similar region from the input binary image and to 

provide with proper label to each discrete regions. So it is considered as an 

appropriate stage after the thresholding stage of the system. 

5.8  Implementation in FPGA 

The proposed GMM based algorithm and subtraction method were 

implemented in Xilinx Virtex 4 FPGA. The results as well as device 

utilisation for both algorithms are discussed in the following sections. The 

GMM based method is computationally complex compared to the 

conventional background subtraction method. To implement GMM based 

design using system generator is tedious. Hence, Altium designer was used.  

5.8.1 Back Ground Subtraction Method 

Using a 5x5 Sobel mask, edge detection was carried out and was 

properly delayed to subtract it from the current frame pixel. Matlab 

function block (mcode) of system generator was programmed to separate 

pixel values that are beyond a threshold value.  

The above process occurred simultaneously in the R, G and B 

colour channels. The object in motion appeared as white and the 

background as black. The output of three channels, i.e., R, G and B were 

then combined together to obtain a colour output image that detected the 

target. The movement were tracked by comparing the pixel values of this 

video to the original video. The regions where they differed can be tracked 
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Fig. 5.4  Part of edge detection and threshold model 

Threshold setting and comparison were carried out using mcode 

block of system generator. Fig. 5.4 shows implementation part of the 

algorithm in system generator. Here five inputs are processed in parallel 

since a 5 x 5 filter is used. 

 

5.8.2 Proposed Adaptive GMM     

The design was implemented in Virtex 4 FPGA. Using Altium 

designer, schematic sheet and open bus document were created for 

implementing the design in Xilinx Virtex 4 FPGA. The video was stored on 

the external RAM available in the development board. C to hardware 

compiler is used for the implementation. From the schematic sheet, the 

underlying C source file is referenced in much the same way as a HDL file. 

Instead of a sheet symbol, a C code Symbol primitive is used. Each C code 

symbol represents one top-level exported function, resident in the 

referenced C source file. Access to the parameters of the function is made 

using C code entries – placed on the symbol and functionally similar to 
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sheet entries on a sheet symbol. These entries can be wired to other 

components on the schematic, allowing for transfer of data. 

5.9 Results and Discussions 

Object detection of moving objects from underwater video scene were done 

using conventional background subtraction method and proposed adaptive 

GMM method. The comparison is made between different methods 

regarding quality matrices like sensitivity, precision and accuracy. Device 

utilisation of FPGA is also noted. As the enhanced output after multi-scale 

fusion was directly given as the input of AGMM, device utilisation shown 

here is applicable only for the AGMM algorithm. 

5.9.1 Background Subtraction Method 

The two input  video frames are input video farme1 and frame2 and 

output are video frame1 and frame2. They are shown in fig. 5.5 and in fig. 

5.6. Threshold value plays an important role in detecting a moving object. 

Fig. 5.5  Input video frame1 and output video frame1 
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   Fig. 5.6  Input video frame2 and output video frame 2 

 

 

Table 5.1 Device utilisation - Background Subtraction 

 

 

 

 

 

 

 

The device utilisation is shown in table 5.1. Out of 35,840 slices 

present in Virtex4 XC4VLX80, only 14685 was used. Similarly, only 

28347 LUTs, from the available 71,680 LUTs, were used. 

5.9.2 Proposed Method based on Adaptive GMM  

The efficacy of the proposed underwater moving object detection 

method was analysed using different groups of video collected and made a 

comparison with the conventional approach with validated information and 

proved the ability of the system to tackle and separate the underwater 

moving objects in terms of sensitivity, precision and accuracy.  

Sensitivity or True Positive Rate (TPR) is equivalent to the hit rate 

and is given by,  

                        Sensitivity =  TP/ P                  

Resources Number 

Slices 14685 

Flip-flop’s 28818 

BRAMs 27 

Look up Tables (LUT) 28347 

IOBs 56 

DSP48s 15 
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Similarly, Precision or Positive Predictive Value (PPV) and Accuracy 

(ACC) is given by, 

  Precision = TP / (TP +  FP) 

 Accuracy =(TP +  TN) / (P + N),  

where,  P =  FN +  TP and  N =  FP +  TN                                                    

(5.33) where, TP denotes the true positive, TN denotes the true negative, 

FP denotes the false positive and FN denotes false negative. 

 

In the first video frames shown in fig. 5.7, multiple fishes in an 

aquarium are displayed. Even if the fishes are moving at fractions of a 

second, the proposed algorithm can track the moving fishes accurately than 

the adaptive GMM. The second video frames, shown in fig. 5.8, displays an 

underwater moving starfish. Table 5.2 shows device utilisation of the 

proposed design when implemented in Virtex 4 FPGA. 
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         Fig. 5.7  Underwater moving object detection for video1 frames 

         

Fig. 5.8  Underwater moving object detection for video2 frames 

Table 5.2  Device utilisation – proposed AGMM 
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Resources Number 

Slices 18645 

Flip-flop’s 36614 

BRAMs 32 

Look up Tables 32436 

IOBs 58 

DSP48s 19 

Table 5.3  Comparative analysis 

  Proposed 

Adaptive GMM 
Adaptive GMM 

Subtraction 

Method 

Sensitivity 0.92 0.89 0.73 

Precision 0.84 0.82 0.69 

Accuracy 0.88 0.85 0.74 

 

Table 5.3 shows comparative analysis of the different algorithms 

used for detecting moving objects based on input video frame1 and was 

observed from the table that the proposed algorithm can tackle moving 

objects efficiently on the basis of sensitivity, precision and accuracy. 
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5.10 Summary 

This chapter mainly deals with an improved adaptive Gaussian 

mixture model based moving object detection and its implementation in 

FPGA. Comparative analysis is performed based on sensitivity, precision 

and accuracy to validate the results obtained.   
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CHAPTER 6  

ALPHA BETA FILTERING BASED PIPELINE 

TRACKING 

 

Production of oil and gas from underwater reservoirs generates 

many technical and engineering challenges. The pipelines that are used 

for transportation of oil and gas need to be checked regularly. ROVs that 

are used to inspect underwater pipelines require human intervention 

[165]. However, this method is very risky. Hence, the solution is to 

support the human action by using an intellectual vision based navigation 

and guidance system that includes an efficient method for vision based 

target detection and tracking methods in underwater environment. A 

novel alpha beta filtering based tracking system is designed and 

implemented in FPGA. 

6.1 Introduction  

 Traditionally divers, tow fish and ROVs are used to inspect 

pipelines. ROVs are robotic submarines used to observe and intervene 

underwater structures that can operate miles below the surface of water and 

are tethered to ship’s surface with cables that provide electrical power. 

These cables allow commands to be transmitted and data to be received. 

Human pilots who sit in a command centre, observe what the ROV is 

seeing (along with data from other sensors), and can control them using a 

joystick. These expensive and time-consuming methods require specially 

trained persons. Video cameras mounted on ROV capture underwater 

images that are analysed by another human operator for any anomalies. 

Owing to the low quality of underwater images, this on-line image analysis 
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provides a very challenging job for human operators [166]. By using 

autonomous underwater vehicles (AUVs) with minimum human 

interaction, the costs and time can be reduced. The AUV requires consistent 

localisation and vigorous tracking systems. This requires intelligent target 

detection and tracking algorithms considering the repetitive nature of the 

scene and the demand for constant monitoring for lengthy duration. 

6.2  Pipeline Tracking Methods 

Pipeline can be tracked either by acoustic based systems or by 

vision based systems. They are briefly explained in the following sections.  

6.2.1 Acoustic based Method 

 A video camera and a side scan sonar can be used for the detection 

and inspection of pipelines that projects out of the seabed. A magnetometer 

detects the presence of a cable/pipeline.  However, the information such as 

whether the pipeline is buried or projected out cannot be provided by it. A 

sub bottom profiler can be used for imaging buried objects. It is capable of 

finding out the presence of a buried pipeline and the type and thickness of 

sediment above it. A high resolution sub-bottom profiler, dual-frequency 

side-scan sonar, and a magnetometer allow to search, monitor and locate 

underwater pipelines that projects out of the seabed or buried [167]. The 

artificial objects on the pipeline, route and burial depth, structure and 

composition of superficial sediments can be detected. 

6.2.2  Vision based Method 

Underwater optical camera can be used efficiently for autonomous 

underwater navigation. Vision based systems are being used for navigations 

such as land, humans and space systems. Compared to acoustic sensors, 
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cameras are considered as a cheaper solution having richer information. 

The 
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major drawbacks are limited range of vision sensors and large areas of 

featureless regions in underwater environments. However, even with this 

limitation, the visual data can still play an important role in the underwater 

navigation. 

Fig. 6.1 shows the Navigation Guidance and Control (NGC) system 

of an AUV with vision guided navigation system. The output of the vision 

system goes to the NGC system. Navigation means determining the present 

location, velocity and altitude while guidance refers to the selection of 

desired path to travel. The output of the NGC system goes to the main 

controller that controls the actuators.  

 

 

Fig. 6.1  Vision guided navigation system of an AUV 

 

 

 

 

 

Fig. 6.2  Underwater vision System [168] 
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Fig. 6.2 shows the vision system in detail. Images, acquired from 

the camera are processed and can be given to vehicle dynamics for proper 

navigation. 

6.3 Proposed Tracking Algorithm 

Underwater image, which is pre-processed using multi-scale fusion 

technique, is given as an input to the tracking system. Moving object 

detection system makes sure that the frame is free from moving objects. 

Once the pre-processed image frame is obtained, the edges are detected 

using Sobel edge detection followed by Hough transform. Then a novel 

method of alpha beta tracking is applied to track the pipeline. The proposed 

method is shown in fig. 6.3. The steps involved in the proposed tracking 

algorithm are described in the following sections. 

 

 

 

 

 

 

 

  

Fig. 6.3  Pipeline tracking System – proposed method 

Pre-processed input image sequence 

Hough Transform 

Tracking (Alpha –Beta Filtering) 

Calculate   location and   Velocity 

Edge Detection 



Proposed Tracking Algorithm 

 159 

6.3.1 Edge Detection 

Canny edge detection method and Sobel edge detection method are 

implemented in FPGA. Sobel edge detection is used for detecting edges in 

the proposed method due to its simplicity in computation. The main benefit 

of the Sobel operator lies in its ease of application. The Sobel method gives 

an estimate to the gradient magnitude. The added advantage of the Sobel 

operator is that it can identify edges and orientations [169]. 

 The detection of edges and orientations is simple because of the 

gradient magnitude approximation. Even though Canny edge detection 

provides an optimal response than the Sobel edge detection, for real time 

applications, Sobel edge detection is better due to the computational 

complexity of the Canny edge detection method [170]. The underwater 

image is first convolved with Sobel masks. The direction and magnitude of 

the edge points are computed. After calculating the magnitude, edge pixels 

are identified. Then these edge pixels are subjected to thresholding 

operation. The thresholding will determine which edge pixel should be 

retained or discarded as noise.            

6.3.2 Hough Transform 

The Line Hough Transform (LHT) is a method to determine the 

value of ρ (distance from the origin to a line) and θ (the angle of the line) of 

lines in an image [171]. 

𝜌𝑘 = 𝑥𝑐𝑜𝑠𝜃𝑘 + 𝑦𝑠𝑖𝑛𝜃𝑘                                                                                                   (6.1) 

The lines pass through edge points are treated as candidates of true 

line in the LHT. To compute (ρ,θ) of all the candidates, the range of θ (0 - 

π) is divided by N, and determines the value of (𝜌𝑛, n / N x π ) n = (0,N−1) . 
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With larger N, more accurate ρ and θ is obtained, but it needs more amount 

of computation time and memory. The curve  ρ = 𝑥1𝑐𝑜𝑠𝜃 + 𝑦
1
𝑠𝑖𝑛𝜃 is 

plotted on (ρ, θ) plane, and each point on this curve shows a line in (x, y) 

plane that goes through (x1, yl). All points on this curve, (ρk, θk) provides 

the true line in the image [171]. 

The procedure for line detection using Hough transform is 

explained below. 

  Quantize the parameter space (ρ,θ) i.e., ρ and θ are made to vary 

discretely. Create an accumulator array A (two-dimensional) of size     

ρmax x θmax. 

  For each edge point (x, y), θ is varied from a minimum value to a 

maximum value and corresponding ρ value is calculated. The ρ value is 

rounded off to the nearest integer. Increment the accumulator cell 

corresponding to row number ρ and column number θ. Repeat this step 

for each edge point (x, y). 

  Find the local maxima in the accumulator. If the local maxima is M, 

then it means that M points lie on the line 𝑥 𝑐𝑜𝑠𝜃 +  𝑦 𝑠𝑖𝑛𝜃 =  𝜌. 

Thus, the ρ and θ values corresponding to the accumulator cell 

containing the local maxima M are considered as the parameters of the 

line and a line is drawn in the image using these parameters. 

Hough Transform is used to extract the most significant straight 

lines from a computer image [171] and the properties of these lines can be 

used to recognise the underwater track. There are some reasonable 

assumptions that enable Hough Transform to be used as a suitable method 

for underwater pipeline detection.  
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Assumptions used in implementing Hough transform are, 

 The roll and pitch of the AUV is passively controlled and hence 

considered negligible. 

 The vision capture device is aimed directly down along on the z-axis, 

 The underwater track lies on a horizontal plane  

 The underwater track is composed of straight-line segments. 

Given these assumptions, a feature of an underwater track that is invariant 

to rotation and scaling can be defined. 

6.3.3 Alpha-Beta Filtering based Tracking 

The function of a tracking algorithm is to achieve recursive target 

state inference, which is given by state and observation equation. In state 

equation, recent state estimate is projected by time updates in advance of 

time and in observation equation, the projected estimate is adjusted by the 

measurement updates by the actual measurement during that time [172]. 

Based on the state and the observation equations, two important 

algorithms have been used for positioning the track of a pipeline. They are 

Kalman filtering (KF) algorithm and alpha beta (α-β) filtering algorithm. 

For the linear Gaussian model, the KF tracking algorithm is considered 

optimal, and it enhances the estimation accuracy of the system. According 

to classical deterministic response criteria, this algorithm is effective but its 

high accuracy results in huge computational complexity and its direct 

implementation is very tedious for practical systems [173].  
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Alpha-beta filter was derived as a steady state two-dimensional 

Kalman filter. The alpha-beta tracking filter is widely used in radar 

systems, as a single target tracking filter. The most important feature of this 

tracker is its simplicity, which provides a low computational cost allowing 

real-time is running. The recursive filter is compounded by two states, with 

one of them being obtained by the integration of the other over time. 

In alpha beta filter, the system is effectively modelled using two 

internal states. For pipeline tracking, the two states that can be considered 

are velocity v and position x.  Over a small interval of time ΔT, the velocity 

is considered to be constant. Then the position value is projected at the next 

sampling time [174].  

                                𝑥 𝑘   =   𝑥 𝑘−1 +  Δ𝑇 𝑣 𝑘−1                                            (6.2) 

Since velocity variable v is taken as a constant, its projected value at 

the next sampling time matches with the current value. 

                                   𝑣 𝑘 = 𝑣 𝑘−1                                                               (6.3) 

The above equation can be adapted if further details are known 

about how a driving function will transform the v state during each time 

interval. The output is likely to vary from the assumption if dynamic effects 

in the model is not considered. Based on statistical filtering interpretations, 

prediction error r is called the residual or innovation. 

                      𝑟 𝑘 = 𝑥𝑘 − �̂�𝑘                                                                       

(6.4) 

If the previous x estimate was low, or the previous v was low, or if 

both estimates were low, the alpha-beta filter uses alpha times the deviation 

r to correct the position estimate for selected values of alpha and beta [160] 
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that are constants, and to correct the velocity estimate it uses beta times the 

deviation r. To normalise magnitudes of the multipliers, an extra ΔT factor 

is used. 

                                  𝑥 𝑘 = 𝑥 𝑘 + (𝛼)𝑟 𝑘                                                     

(6.5) 

                                 𝑣 𝑘 = 𝑣 𝑘 +
𝛽

Δ𝑡
𝑟 𝑘                                                       

(6.6) 

The rectifications can be treated as small steps along the direction of 

gradient. Error in the state estimates can be lowered by experimental 

adjustments. The values of the alpha and beta multipliers should be positive 

and small for convergence and stability. The values should be,    

   0 < 𝛼 < 1,   0 < 𝛽 ≤ 2,    𝑎𝑛𝑑 0 < 4 − 2𝛼 − 𝛽 

 If 0 < 𝛽 < 1, then noise is suppressed, else the noise is amplified. 

Larger alpha and beta value result in faster tracking of transient changes, 

whereas smaller alpha and beta value lower the level of noise in the state 

estimates. If there is an excellent balance between accurate tracking and 

noise reduction, filtered estimates are more accurate than the direct 

measurements and then, the algorithm is effective.  

In the proposed method, it is considered that if the AUV will move 

faster or slower than expected, then, the observed location of the AUV will 

tend to move away from the expected one. So to incorporate this fact, the 

equation in 6.5 is modified as follows.  

                  𝑥 𝑘+1 = 𝑥 𝑘 + Δ𝑡 𝑣 𝑘 + (𝛼)𝑟 𝑘                                             

(6.7) 
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where  𝑥 𝑘+1 is new location at time k+1 and is updated using information 

available at time k. Here location estimate uses speed estimate at time k, 

thereby the changes in the speed can also be incorporated in the model. The 

values of 𝛼 and β were chosen experimentally. 

6.4 Implementation in FPGA 

The tracking system was implemented in FPGA Virtex4 FPGA. The 

interface circuitry designed in the schematic document includes adding the 

peripherals to the designed processor and wiring between them. The main 

processor system, designed using the open bus system, was first inserted 

into the schematic as a sheet symbol. The peripherals are added from the 

library and connections were made. C-to-Hardware Compiler (CHC) 

feature of Altium designer was used. The generated HDL file is integrated 

after compilation. The output design was instantiated on the FPGA.  

Different values of velocity were given between certain numbers of 

frames to test the system for variable speed.  

6.5 Results and Discussions 

Pre-processed image frames were given as input to the vision 

system. Here colour correction was not performed while giving the input to 

the system as edge detection does not make any difference between colour 

corrected enhanced image and the normal enhanced image using fusion.         

Fig. 6.4, 6.5 and 6.6 show the output of the edge detection step for straight 

pipeline, bent pipeline and a partially submerged pipeline respectively. 
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Fig. 6.4   Implementation of Edge Detection for a straight pipeline 

Fig. 6.5  Implementation of Edge Detection for a bent pipeline 

 

 

Fig. 6.6 Implementation of Edge detection for a partially submerged 

pipeline 
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Fig. 6.7 (a)                                                               (b) 

                      

(c)                                                               

(d) 

Fig. 6.7  Pipeline tracking at different frames of an underwater video (a-d)  

Figures 6.7 shows the output of the alpha-beta tracking filter for 

different frames of an underwater video. Table 6.1 shows the device 

utilisation of the implementation in FPGA. An average of 58% of the total 

available resources have been used by this design. 

Table 6.1  Device Utilisation – Alpha Beta filtering 

Resources Number 

Slices 21632 

Flip-flop’s 46618 

BRAMs 35 

Look up Tables 36908 

IOBs 59 

DSP48s 29 
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Table 6.2 shows the comparative analysis of tracking algorithms 

based on intercept location if it falls within a certain limit of pipeline. The 

comparison is made by simulating the algorithms with previously declared 

paths. For variable velocities, the proposed algorithm is found to better than 

the conventional 𝛼β filtering as per the results obtained.  

Table 6.2  Comparative analysis for fixed velocity 

Trajectory 𝛼 β filtering -  conventional 𝛼 β filtering -  proposed 

 Current 

position 

Estimated 

Position 

Current 

Position 

Estimated 

Position 

Sine 85 91 85 90 

Step 92 87 92 87 

Random 78 72 78 73 

 

 

Table 6.3  Comparative analysis for variable velocity 

Trajectory 𝛼 β filtering -  conventional 𝛼 β filtering -  proposed 

 Current 

position 

Estimated 

Position 

Current 

Position 

Estimated 

Position 

Sine 98 92 98 94 

Step 113 101 113 104 
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Random 87 80 87 83 

 

Table 6.4  Comparison of power consumption and speed 

 

Table 6.4 shows comparative analysis of the conventional and the 

proposed tracking based on 𝛼β filtering. Processing time and power are 

compared for an image size of 320 x 240. From the table, it is clear that the 

power and processing time are slightly higher for the proposed method. 

This is due to the inclusion of additional parameter in the design to reduce 

the error while speed of the vehicle is varied. 

6.6 Summary 

This chapter describes alpha beta filtering based tracking method. 

Sobel edge detection and Hough Transform are performed, followed by a 

modified alpha beta filtering for tracking pipelines. The design was 

implemented in Virtex 4 FPGA. The results are validated based on position 

estimate, power and processing time.    

FPGA@200 MHz, 

320 x 240 image 

Tracking based on α β 

filtering -conventional 

Tracking based on α β 

filtering -  proposed 

Power Consumption 6205 mw 6228 mw 

Processing time 1.21 ms 1.27 ms 
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CHAPTER 7  

CONCLUSIONS 

 

The thesis addresses implementation of vision based techniques 

in Field Programmable Gate Arrays that can be tested in AUVs for 

cable/pipeline tracking. FPGA can be used where low volume VLSI 

design is needed and when a prototype has to be needed before going for 

chip fabrication.  A novel multi-scale pixel based image fusion method 

was used for pre-processing underwater images as those images were 

suffered from colour degradation and poor illumination due to ocean 

depth. Objects in front of the vehicles can be detected using a novel 

method based on adaptive Gaussian mixture model with Otsu’s 

thresholding. Here, frames with sharp edges are extracted by deblurring 

and multiple moving objects were tracked by using AGMM after the 

noise removal by median filtering. Finally underwater pipeline tracking 

was carried out using an improved method based on Hough transform 

followed by 𝛼β filtering based tracking. The algorithms were 

successfully implemented in FPGA. 

 

7.1 Image Enhancement 

Underwater vision is plagued by poor visibility conditions 

producing images with poor contrast and colour variation. These images 

need to be enhanced for further applications. So many image enhancement 

techniques are available for which suitable ones for non-uniform 

illumination nature of light in the underwater were selected. Modifications 
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in the existing algorithm were made for more visual enhancements and 

colour correction of these images.  

Multi pixel-based image fusion method was used for enhancing 

underwater images as a pre-processing method. Different weight maps, 

suitable for underwater scenario, from a single image were developed and 

were properly fused to get the enhanced image. A single image based 

fusion algorithm was developed in such a way that it can handle underwater 

image degradation effectively. Underwater image enhancements techniques 

like homomorphic filtering, multi-scale retinex algorithm and adaptive 

histogram equalisation were also modified to be used in underwater 

environments and were successfully implemented in FPGA.   

 As per the qualitative analysis, it was found that the multi-scale 

pixel based image fusion method outperformed other underwater image 

enhancement techniques like homomorphic filtering, AHE and multi-scale 

retinex algorithm in terms of root mean square error (RMSE), peak signal 

to noise ratio (PSNR) and mean absolute error (MAE). The device 

utilisation in FPGA was slightly higher in the case of fusion technique, but 

since it occupied only less than 30% percentage of available resources, it 

makes no significant difference in power consumption.   

7.2 Moving Object Detection 

Due to complex and dynamic environment inside the water, fast 

moving objects cannot be detected accurately. Movement of object at 

different velocities and at different times are the most serious problems. 

Moving objects were tracked using AGMM. Deblurring and then using a 

modified median filtering improved the sharpness of the image and thereby 

the detection of multiple moving objects by AGMM became accurate. The 
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accuracy was increased by incorporating modified method based on Otsu’s 

thresholding.  

Comparative analysis was carried out and the modified AGMM 

algorithm can tackle moving objects efficiently based on quality metrics 

such as sensitivity, precision and accuracy. 

7.3 Pipeline Tracking 

Finally, pipeline tracking algorithm was modified to estimate the 

position of the vehicle accurately, and the design was implemented in 

FPGA that can be used in the underwater scenario. Hough transform 

followed by alpha beta tracking was used for tracking. Variations in the 

speed of the tracking vehicle were incorporated in the new model. The 

algorithm was simulated and compared with the existing 𝛼β filtering for 

different trajectories like sine, step and random. The algorithm was 

compared for fixed velocity and variable velocity. The comparative 

analysis has shown that the proposed algorithm is better for tracking 

cables/pipelines.    

7.4 Implementation 

The design was targeted on Xilinx FPGA Virtex 4. Various vendors 

are available for manufacturing FPGAs, like Altera, Xilinx,  Actel etc. For 

this work, Xilinx FPGAs were chosen. For implementing designs on Xilinx 

FPGAs, Xilinx ISE Design Suite is the software platform. In this work, 

System generator and  Altium designer was used as front end software tools 

in association with Xilinx ISE design suite, targeting Virtex 4 FPGA.   
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7.5 Future Work 

The objective of this thesis work is to develop and implement a 

vision system in FPGA for efficiently enhancing underwater images, 

detecting underwater moving objects and for tracking underwater 

pipeline/cable. Here, offline underwater videos and images were chosen to 

carry out the work. In future, this work can be tested for real time 

performance in underwater scenario. The output from the FPGA can be 

used to control AUV.  Comparative analysis can also be done by 

implementing the algorithm in a digital signal processor. Automatic 

detection of cracks and other problems can also be identified during 

inspection. Hence, human efforts can be minimised to a great extent. 
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